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Somewhere between Porters Pass and Arthur’s Pass



Lies, damn lies and statistics



Truths, damn truths and statistics



1st truth: statisticians are experts at handling 
uncertainty.

2nd truth:  there are different kinds of 
uncertainty.

• At one extreme financial time 
series can be unpredictable.

• At the other extreme, survey 
sampling outcomes can be 
highly predictable.

GFC

12/11/12 10:14 AMHow did Nate Silver predict the US election? | Bob O'Hara | Science | guardian.co.uk

Page 1 of 16http://www.guardian.co.uk/science/grrlscientist/2012/nov/08/nate-sliver-predict-us-election

Nate Silver, who designed a system to predict baseball performance before turning his hand to elections. Photograph:
Getty Images

One of the surprises of the American presidential election was the attacks from the

Republican side. Not that they were attacking Obama (hey, unless the airwaves were full

of attack ads from both sides, how would we know there was an election on?), but rather

that they were attacking a statistician, Nate Silver. But Mr Silver is having the last laugh

now, having predicted every state correctly even as most media were saying that the race

was tied (or that it may possibly be drifting ever so slightly in Obama's favour). But how

did Mr Silver predict the presidential race so accurately? What was this dark magic that

he used?

How did Nate Silver predict the US
election?
A blogger called Nate Silver accurately called the outcome of the
election. Biostatistician Bob O'Hara thinks he knows how

Results President Senate House Governor  Choose your state

For the Nate-haters, here’s the 538 prediction and actual results
side by side pic.twitter.com/jbny4pRX

Michael Cosentino
@cosentino

7 Nov 12 Reply Retweet Favorite



 In between, outcomes from the new “omics” 
technologies are surprisingly predictable. 

• In DNA, RNA-seq and 
proteomics experiments, 
often > 70% of variation 
explained. 

• In medicine and public 
health, the proportion of 
variation explained is 
typically high and outcomes 
“predictable”.

response of current and future values of variables to a one-unit
increase in one of the ‘errors’ (innovations), as orthogonal (non-
correlated) and cumulative IRFs [68,69]. The latter, with 95% CI,
were generated from a VAR reformulation of VECM using the
‘vec2var’ function of the ‘vars’ statistical package [67]. In cointe-
grated systems, the elucidation of variable effects is best under-
taken by consideration of the IRF, which may be conceptualized as
a form of ‘multiplier’ analysis [66].

Results
The initial data set consisted of 371 801 patients from 99 ICUs
over the period 1993–2006. Mean (SD) age and APACHE III score
were 59.8 (18.8) years and 52.3 (29.8), respectively; 42.1% were
women and 43.1% were mechanically ventilated within the first 24
hours post ICU admission. Overall ICU and hospital mortalities
were 9.5% and 14.9%, respectively. ICU length of stay was 3.5
(5.4) [median 1.8, inter-quartile range 2.8 (0.9–3.7)] days and
hospital length of stay was 16.3 (19.5) [median 10.0, inter-quartile
range 14.1 (5.1–19.2)] days. Patient categorization was non-
operative in 53.5% and surgical in 46.5%.

Graphical time series display of monthly mortality (ICU and
hospital) and mortality by ventilation status, patient type and

gender, is seen in Fig. 1; a general downward trend over
the calendar years is apparent. Normalized seasonal mortality
is displayed in Fig. 2 for the whole database and geographical
areas; a generalized increase in mortality in the winter months
(July–August) was evident, although this was not constant
for New Zealand and a number of the Australian states. Seasonal
mortality changes (on the absolute scale) for each year of the
database are seen in Fig. A1 of the Appendix I; a general, but
somewhat variable, winter increment in mortality was seen.
Further exploration of the overall winter mortality effect was
undertaken by spectral analysis (using Fourier frequencies)
of the medical and surgical series for the whole database
(1993–2006) and certain Australian states: Northern territory
(tropical climate), Queensland (tropical and subtropical climate),
Victoria and Tasmania (typically ‘cold’ winter seasons). The
medical series (1993–2006) featured annual cycling, whereas the
surgical demonstrated a non-uniform periodogram consistent
with long and short (3–4 months) cycling. At the state level,
the surgical series demonstrated variable short-term cycling, but
no dominant annual seasonal effect. The medical series again
demonstrated annual seasonal effects, but not for the Northern
Territory where non-uniform effects with long-term cycling was
evident.
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Figure 1 Time series plots ¥ 4 of monthly mortality series (1993–2006) for (in clockwise order): hospital and ICU mortality, hospital mortality by
ventilation status, hospital mortality by patient status, and hospital mortality by gender. ICU, intensive care units.

Time series estimation J.L. Moran et al.
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3rd truth: the world is plagued by league tables

19/09/12 1:44 PMLondon 2012 - Medal Tally

Page 1 of 3http://london2012.olympics.com.au/medal-tally/sortby/gold

Home Results Medal Tally

You can click on the column headings to change the sort order.

RANK COUNTRY TOTAL

1 United States of America 46 29 29 104

2 China 38 27 23 88

3 Great Britain 29 17 19 65

4 Russia 24 26 32 82

5 South Korea 13 8 7 28

6 Germany 11 19 14 44

7 France 11 11 12 34

8 Italy 8 9 11 28

9 Hungary 8 4 5 17

10 Australia 7 16 12 35

11 Japan 7 14 17 38

12 Kazakhstan 7 1 5 13

13 Netherlands 6 6 8 20

14 Ukraine 6 5 9 20

15 New Zealand 6 2 5 13

16 Cuba 5 3 6 14

17 Iran 4 5 3 12

18 Jamaica 4 4 4 12

19 Czech Republic 4 3 3 10

20 North Korea 4 0 2 6

21 Spain 3 10 4 17

22 Brazil 3 5 9 17

23 South Africa 3 2 1 6

24 Ethiopia 3 1 3 7

25 Croatia 3 1 2 6

26 Belarus 2 5 5 12

27 Romania 2 5 2 9

28 Kenya 2 4 5 11

29 Denmark 2 4 3 9

30 Azerbaijan 2 2 6 10

Explore all of the London Olympic venues
where the Aussies will be competing. From
new Olympic park to Wimbledon and Lord's,
London is serving up a treat for sports fans!

1988 in Calgary and Seoul saw the first Olympic
Games with computerised timekeeping, results
and analysis stored in databases for posterity.
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You just have to choose the right performance indicator
13/08/12 10:26 PMOlympic Medals per Capita
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Like 18,716 people like this.

2012 London Rank Country Medals Population Population
per Medal

1 Grenada 1 110,821 110,821
2 Jamaica 12 2,705,827 225,485
3 Trinidad

and Tobago
4 1,317,714 329,428

4 New
Zealand

13 4,432,620 340,970

5 Bahamas 1 353,658 353,658
6 Slovenia 4 2,057,540 514,385
7 Mongolia 5 2,736,800 547,360
8 Hungary 17 9,962,000 586,000
9 Montenegro 1 620,029 620,029

10 Denmark 9 5,580,516 620,057
11 Georgia 7 4,469,200 638,457
12 Lithuania 5 3,192,800 638,560
13 Australia 35 22,880,619 653,731
14 Estonia 2 1,318,005 659,002
15 Croatia 6 4,290,612 715,102
16 Belarus 13 9,461,400 727,800
17 Cuba 14 11,241,161 802,940
18 Netherlands 20 16,731,770 836,588
19 Cyprus 1 838,897 838,897
20 Qatar 2 1,699,435 849,717
21 Azerbaijan 10 9,111,100 911,110
22 Ireland 5 4,588,252 917,650
23 Great

Britain
65 62,262,000 957,876

24 Latvia 2 2,070,371 1,035,185
25 Czech

Republic
10 10,504,203 1,050,420

26 Armenia 3 3,268,500 1,089,500
27 Sweden 8 9,490,683 1,186,335
28 Bahrain 1 1,234,571 1,234,571
29 Norway 4 5,005,700 1,251,425
30 Kazakhstan 13 16,718,000 1,286,000
31 Slovakia 4 5,445,324 1,361,331
32 Gabon 1 1,534,000 1,534,000

33 South
Korea

28 48,580,000 1,735,000

34 Russia 82 143,056,383 1,744,590
35 Moldova 2 3,559,500 1,779,750
36 Serbia 4 7,120,666 1,780,166
37 Finland 3 5,407,040 1,802,346
38 Germany 44 81,831,000 1,859,795
39 Puerto Rico 2 3,725,789 1,862,894
40 France 34 65,350,000 1,922,058
41 Canada 18 34,771,400 1,931,744
42 Switzerland 4 7,870,100 1,967,525
43 Botswana 1 2,038,228 2,038,228
44 Romania 9 19,042,936 2,115,881
45 Italy 28 60,776,531 2,170,590
46 Ukraine 20 45,644,419 2,282,220
47 Singapore 2 5,183,700 2,591,850
48 Spain 17 46,196,278 2,717,428
49 United

States
104 313,382,000 3,013,288

50 Japan 38 127,650,000 3,359,210
51 Kenya 11 38,610,097 3,510,008
52 Tunisia 3 10,673,800 3,557,933
53 Kuwait 1 3,582,054 3,582,054
54 Belgium 3 10,951,266 3,650,422
55 Bulgaria 2 7,364,570 3,682,285
56 Poland 10 38,501,000 3,850,100
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4th truth: University league tables are popular

12/06/12 12:45 PMWorld's top 100 universities under 50: ranked by Times Higher Education | News | guardian.co.uk
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So what do the rankings show us? Here is some of the key data from the rankings:

•30 different countries are represented in the top 100 – compared to just

26 in the top 200 of the Times Higher Education World University

Rankings

• 20 of the top 100 under 50 instutions are in the UK. Australia follows next

with 14

• 9 universities in the rankings are from the US. In the Times Higher

Education world top 100 universities ranked for reputation, the US

dominated taking 60% of the places on the list

• 1998 - the youngest university, Milan-Bicocca in Italy came 25th

• 5 - both Spain and Taiwan have five institutions on the rankings following

after the UK (20 institutions), Australia (14) and the US (9)

York University is the highest ranked UK institution on the list. Lancaster, Stirling and

Loughborough also make the list.

Thirteen indicators across 5 areas - research, teaching, knowledge transfer and

international activity - were taken into account. The full methodolgy can be found here.

Download the spreadsheet to see the individual scores by institution. The spreadsheet

also has details of the year the university was founded and the rankings in the THE

world top 100.

What can you do with the data?

Data summary

Times Higher Education 100 Under 50 rankings
Click heading to sort table. Download this data

100
Under
50
rank

World
University
Rankings
2011-2012
position

Institution Country Teaching Research Citations Overall
score

1 53 Pohang
University of
Science and
Technology

Republic of
Korea

65.9 66.8 92.3 71.8

2 46 École
Polytechnique
Fédérale de
Lausanne

Switzerland 55.9 40.9 95.3 66.2

3 62 Hong Kong
University of
Science and
Technology

Hong Kong 51.4 62.6 71.0 63.0

4 86 University of
California, Irvine

US 42.2 51.5 93.5 60.0

5  Korea Advanced
Institute of
Science and
Technology

Republic of
Korea

71.3 61.3 47.1 58.6

6 84 Université Pierre
et Marie Curie

France 61.6 26.3 81.1 56.3

7 110 University of
California, Santa
Cruz

US 31.6 45.4 99.9 56.0

8  University of York UK 43.1 50.1 71.6 55.7

9  Lancaster
University

UK 38.2 43.2 75.4 53.6

Even when large samples lead to reasonable precision, there are 
still problems with the concept of league tables.



Trouble with league tables

Unless all universities are performing the same, one of them 
will be top (or bottom) in the ranking, and not due to chance.

In a competitive environment, e.g., surgical performance, 
there may be nothing wrong with coming last: ranks are 
comparative.

The ‘bottom’ of the ranking may be the ‘middle’ of the 
distribution, and so on.



So let’s add confidence intervals ...

Not helpful in picking out unusual schools.

J. R. Statist. Soc. A (1995) 
158, Part 1, pp. 175-177 

The Graphical Presentation of a Collection of Means 
By HARVEY GOLDSTEIN? and MICHAEL J. R. HEALY 

Institute of Education, London, UK 

[Received July 19931 

SUMMARY 
When a study produces estimates for many units or categories a common problem is that 
end-users will wish to make their own comparisons among a subset of these units. This 
problem will occur, for example, when estimates of school performance are produced 
for all schools. The paper proposes a procedure, based on the graphical presentation of 
confidence intervals, which enables such comparisons to be carried out while maintaining 
an average required type I error rate. 

Keywords:  CONFIDENCE INTERVAL; SCHOOL EFFECTIVENESS; SIGNIFICANCE TEST; TYPE I 
ERROR AVERAGED CONFIDENCE INTERVALS 

1. INTRODUCTION 

When the means of two independent samples are to be presented graphically, it is 
a common practice to accompany the two points by error bars giving the 95% 
confidence intervals for each mean. As a visual aid, these bars are not very effective 
in assessing the statistical significance of the quantity of interest, which is the 
difference between the means. It is a common statistical misconception to suppose 
that two quantities whose 95% confidence intervals just fail to overlap are signif- 
icantly different at the 5% level. Clearly, however, it is possible to adjust the 
confidence level so that the required significance level is achieved by the non-overlap 
criterion. With equal known standard errors, and assuming normality, the width 
of the intervals to achieve a 5% significance level should be * 1 . 3 9 ~ .  

The problem is more acute and difficult when several means are to be presented 
from a large study which is of interest to a variety of consumers. The results 
reported are likely to be used by different individuals for their own purposes and 
any two out of the set of means may need to be compared. This can occur, for 
instance, in the publication of results from population surveys, where estimates of 
a characteristic for each geographical unit are available. In the simplest case each 
individual will be interested only in a single comparison: in this situation multiple- 
comparison considerations do not arise. We are concerned to provide a simple 
presentation which will allow the results of a statistical analysis to be properly 
appreciated by a reader with little statistical sophistication. 

Our proposal is that the means presented graphically should be accompanied by 
error bars corresponding to confidence intervals at a level 6 , drawn so that the non- 
overlap significance level averaged over all possible pairs is equal to the required 
value. 

?Address for correspondence: Institute of Education, University of London, 20 Bedford Way, London, WClH 
OAL, UK. 
E-mail: hgoldstn@ioe.ac.uk 

O 1995  Royal Statistical Society  0035-92381951158175 

Caterpillar plot: PRESENTATION OF COLLECTION OF MEANS 

School 

Fig. 1. Effectiveness scores for 64 schools after adjusting for intake achievement 

4. GENERALIZATIONS AND CONCLUSIONS 
The procedure can be generalized in several ways. 
First we can attach weights to each pairwise comparison, e.g. to reflect the 

probability of the comparison being used. In this case we require the average of 
wUyUto be a,with 

where the wU are the chosen weights. 
Secondly, individual users may wish to make several comparisons at a time. For 

example, a particular school may serve as a 'control' and others compared with 
it by using an appropriate multiple-comparisons procedure. Or we may wish to 
compare all pairs of a set of schools, chosen for example within a well-defined 
locality. For these situations a suitable multiple-comparisons procedure will be 
required. 

If we can anticipate where such uses will occur, or at least can obtain a reasonable 
estimate of the relevant probabilities of occurrence, then the above procedure can 
be modified readily. For any particular set of comparisons, the confidence intervals 
can be constructed for a chosen level p. We then carry out the weighted version 
of the procedure where the weights are chosen over the set of all defined com- 
parisons. A somewhat more complex search procedure can now be implemented. 

Although our discussion has been in terms of normality assumptions, it is readily 
adapted to other distributional assumptions, such as that of a t-distribution and 
to statistics other than the mean, e.g. to odds ratios resulting from linear-logistic 
models. 

REFERENCES 
Goldstein, H., Rasbash, J., Yang, M., Woodhouse, G., Pan, H., Nuttall, D. L. and Thomas, S. (1993) 

A multilevel analysis of school examination results. Oxf. Rev. Educ., 19, 425-433. 



Better to use a funnel plot

hospital. Only one surgeon falls outside of the strict Bonfer-
roni prediction interval lines: this is L. Fuzesi, whose RAMR
over this time period is identified as potentially high.

See supplemental Appendix A for further details of these
two basic and related approaches to provider profiling (CIs
around observed rates and prediction limits around a target),
including the definition of suitable P-values. See supple-
mental Appendix B for an explanation of how to construct
the limit lines for the funnel plots. The appendices can be
found on the journal’s website at www.elsevier.com/
locate/jclinepi. Our own preference is for the prediction
limits formulation we adopt in this paper. We feel that this
approach is more easily interpretable and just as simple to
implement, and also provides a visual check of any rela-
tionship between volume and outcome [17]. Furthermore,
the funnel plot draws attention to potential extremes with-
out implying any rank order of providers and, unlike the
caterpillar plot, cannot be easily manipulated to do so.
The use of P-values also lends itself easily to the FDR mul-
tiplicity control procedure outlined in this paper.

In Section 3.1, the multiple testing problem is described
further. The motivation for the Bonferroni correction is ex-
plained and its conservative nature discussed, before we
proceed to demonstrate the FDR thresholding procedure
in subsequent sections.

3. Thresholding P-values

3.1. Multiple testing problem

Consider the possible outcomes from carrying out the
same hypothesis test on each of m providers, of which m0

(unknown) truly follows the null, and m15m!m0 are
the alternative (i.e., follow the alternative hypothesis, what-
ever that has been specified to be). A number of null hy-
potheses, S5 Fþ T, are rejected by the test, where F is
the number of ‘‘false positives’’ (number found significant
that are truly null), and T is the number of ‘‘true positives’’
(those found significant that are truly alternative). The out-
comes are then summarized as follows.

Called significant
(null rejected)

Called not significant
(null accepted) Total

Null true F m0! F m0

Alternative true T m1! T m1

Total S m! S m

Note that the situation is analogous to diagnostic testing,
where m individuals are tested for some disease. In that
case, S in the table would be the number of individuals test-
ing positive, m1 the number who truly have the disease and
so on.

Thresholding at P5 a corresponds to controlling the
expected proportion of all P-values that are falsely called
significant at level a, that is, ensuring that the expected
error rate E(F/m)< a. When testing many hypotheses
simultaneously, this is not sensible at the classical level
of a5 0.05 unless we are prepared to find many false
positives.

The motivation for the Bonferroni correction is that the
‘‘familywise error rate’’ (FWER), which is defined as
P(F> 1), is then strongly controlled at level a (the term
strong is used to indicate that the control is valid even when
there are many true positives). In other words, the
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Fig. 2. Funnel plots of (a) hospital-specific risk-adjusted mortality rates and (b) surgeon-specific risk-adjusted mortality rates. The circles denote the observed
RAMRs for each provider, while the solid horizontal lines represent the statewide mortality rate of 2.26. The dashed lines are prediction intervals around this
target using one-sided P-value thresholds.
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Better still to use False Discovery Rate limits.

Surgeon-specific risk-adjusted mortality rate



National Health Reform 
Progress and Delivery
September 2011

“Under a Performance and Accountability Framework, the National Health 
Performance Authority (NHPA) will develop and produce Hospital Performance 
Reports which will report on the performance of every hospital” 

The Australian Government’s response to 
“excess deaths” is a commitment to



So far, we have MyHospitals
which is ... a League Table!

The validity and reliability of HSMR as an effective screening tool 
remains in doubt: it is not robust and not been demonstrated to 
improve quality of care and patient outcomes.*

An unfavourable HSMR is likely to lead to gaming  or inappropriate 
changes to care.

HSMR = Observed no. deaths * 100
      Expected no. deaths

where E is obtained from a logistic regression model.

* Scott et al, Medical Journal of Australia 2011

We are also promised more league tables based on the hospital-
standardised mortality ratio:



The Australian and New Zealand Intensive 
Care Society (ANZICS)

Adult Patient Database (APD)

Our motivation: to establish a principled statistical 
methodology for evaluating hospital performance using



The ANZICS APD

• Is one of largest bi-national databases in the world.

•  It collects voluntary patient-level admissions data from Intensive Care 
Units (ICUs) in OZ and NZ. 

• 1995-2010: over 1 million individual patient admissions.  In 2010, over 
80% of eligible ICUs participated.

• Data collected on age, sex, patient severity score APACHE III, 
diagnostic category, surgical and ventilation status, hospital level, 
geographical locality, and more.

• APACHE = Acute Physiology And Chronic Health Evaluation score 
(3rd revision).

• We use in-hospital mortality to compare ICU performance.

                                                         



A hierarchical model for mortality.

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , k

Yij =
(

1 if patient i in ICU j dies in hospital

0 otherwise

1

where

The ANZICS APD
Data structure is hierarchical: 

variability between ICUs
variability between patients within ICUs

Define

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , k

Yij =
(

1 if patient i in ICU j dies in hospital

0 otherwise

1

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , m

Yij =
(

1 if patient i in ICU j dies in hospital

0 otherwise

Yij|xij,Uj ⇠ Bernoulli(pij)

logit(pij) = �
0

+ �
1

APij +
rX

k=2

�kxkij + U
0j + U

1jAPij

where

Uj ⇠ N
2

(0, ⌃)

log SMRj = log

Pnj
i=1

Yij
Pnj

i=1

pij
= log(Oj) � log(Ej)

1

with

Yij ⇤ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , m

Yij =
�

1 if patient i in ICU j dies in hospital
0 otherwise

log
pij

1� pij
= �T

x

ij

+Uj, Uj ⇤ N(0, � 2)

Yij|xij,Uj ⇤ Bernoulli(pij)

logit(pij) = �0 + �1APij +
110⇤

k=2

�kxkij +U0j +U1jAPij

where

Uj ⇤ N2(0, ⌃)

log SMRj = log

⇥nj
i=1 Yij

⇥nj
i=1 pij

= log(Oj)� log(Ej)

For each ICU j and for k = 1, . . . , 5000

• simulate Uk
j from fitted model, calculate pk

ij
• simulate outcome for each patient:

Y k
ij ⇤ Bernoulli(pk

ij)

• count number of deaths: Ek
j =

⇥nj
i=1 Y k

ij .

Calculate approximate P -value for each ICU:

papprox
j = 1

5000

5000⇤
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IEk
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Yij|Xij,Uj ⇤ Bernoulli(Pij), Uj ⇤ N(0, ⌃)
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bj =
�

1 if ICU j is identified as potentially unusual at Stage 1
0 otherwise.

1



What is a key performance indicator?

• It is a summary statistic intended to measure the 
‘quality’ or ‘effectiveness’ of a hospital’s functioning.

• Whilst death could be considered the ultimate 
‘performance’, how much should we attribute to the 
hospital?

• We want to compare hospitals, distinguishing ‘usual’ 
from ‘unusual’ performance.

• We use the log Standardised Mortality Ratio as our 
KPI:

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , k

Yij =
(

1 if patient i in ICU j dies in hospital

0 otherwise

logit(pij) =

log SMRj = log

Pnj
i=1

Yij
Pnj

i=1

pij
= log(Oj) � log(Ej)

1



How do we identify unusual performance?*

* Ohlssen et al, JRSS A, 2007

Approach 1: Fit a random effects distribution that 
encompasses all the variation between ICUs
 

Approach II: Fit random effects distribution to usual 
ICUs to obtain a null model

identify divergent ICUs:  ‘outlier detection’

We take a classical approach to II which involves
 three stages.

identify extreme ICUs:  ‘outlier accommodation’.**

**Barnett & Lewis, 1978



Stage 1: find a good risk-adjusted mortality 
model for all 2009-2010 data



ANZICS APD: patient characteristics 
in 2009 and 2010Patient Characteristics

Age in years 61.65 (18.20)
APACHE III score 51.28 (27.23) Total number of patients = 163795
ICU mortality (%) 6.51
Hospital mortality (%) 10.21
2009-2010 patient volume 1194 (1153)

n (%) Hospital n (%) Hospital
mortality (%) mortality (%)

Ventilation ICU source
Not ventilated 94802 (57.88) 6.32 No transfer 151185 (92.30) 9.69
Ventilated 68993 (42.12) 15.56 Hospital transfer 12610 (7.70) 16.48
Gender ICU hospital level
Male 95128 (58.08) 10.31 Rural 21348 (13.03) 10.07
Female 68667 (41.92) 10.08 Metropolitan 29294 (17.88) 13.17
Patient surgical status Tertiary 70587 (43.09) 12.74
Non-surgical 96364 (58.83) 13.86 Private 42566 (25.99) 4.06
Elective surgical 47847 (29.21) 2.36 ICU location
Emergency surgical 19584 (11.96) 11.45 NT 2153 (1.31) 10.03
Patient diagnostic category NSW 51046 (31.16) 10.53
Cardiovascular 40230 (24.56) 15.81 ACT 4014 (2.45) 9.52
Gastrointestinal 28639 (17.48) 8.92 SA 12772 (7.80) 13.71
Metabolic 11424 (6.97) 3.16 VIC 41426 (25.29) 10.28
Neurologic 18216 (11.12) 12.56 WA 3279 (2.00) 11.04
Respiratory 25057 (15.30) 13.94 NZ 9164 (5.60) 13.43
Trauma 9030 (5.51) 8.34 QLD 37337 (22.80) 7.63
Renal/Genitourinary 8612 (5.26) 4.78 TAS 2604 (1.59) 11.56
Hematological 22587 (13.79) 2.24

Kasza, Moran, Solomon (ORS Seminar) Comparing ICU performance 16 / 46
 *115 ICUs

minimum 150 admissions per ICU per year*



Model building: 80/20% training/test datasets. 
Model fitting:  in Stata v12, using AIC, ROC, etc.

A two-level, random coefficient logistic regression model

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , k

Yij =
(

1 if patient i in ICU j dies in hospital

0 otherwise

Yij|xij,Uj ⇠ Bernoulli(pij)

logit(pij) = �
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1

Random intercept will model ‘unknown ICU-level variables’.

Stage 1: find a good risk-adjusted mortality 
model for all 2009-2010 data
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where

with
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Yij =
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1

.



Stage 1 model checking: binned residual plot
ICU-level: 115 bins

Gelman & Hill, CUP 2007:
 95% of binned residuals should lie within +/- 2 error 

bounds if model correctly specified.
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Stage 1 model checking: binned residual plot

Correct adjustment for casemix is difficult.
Nevertheless, we have a good empirical model.



Stage I: identify potentially unusual ICUs 
(using approximate cross-validation)  
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This measures how well the estimated model predicts O for each ICU.



Stage I: here are the potentially unusual ICUs

p < 0.05 over-performing p > 0.95 under-performing

Stage 1: potentially unusual ICUs

Table: An ICU with approximate p-value < 0.05 is potentially over-performing,
and an ICU with approximate p-value > 0.95 is potentially under-performing.

ICU identifier Hospital Level p-value
100 Private 0.0166
57 Private 0.0182
48 Rural 0.0202
72 Rural 0.0220

108 Private 0.0258
49 Metropolitan 0.0290
19 Private 0.0422
45 Tertiary 0.0494
93 Private 0.9658
81 Private 0.9770
44 Private 0.9874
16 Private 0.9952

Kasza, Moran, Solomon (ASC 2012) Comparing ICU performance 14 / 28(ICU identifiers are random numbers)



Kernel density plot of ICU volume 2009-2010
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Stage 2: re-estimating the model

Yij ⇠ Bernoulli(pij)

i = 1, . . . , nj , j = 1, . . . , m

Yij =
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1 if patient i in ICU j dies in hospital

0 otherwise
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0 otherwise.
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1 if ICU j was identified as potentially unusual at Stage 1

0 otherwise.

1

* Separate fixed intercepts and AP slopes are estimated for b_j=1.
* The null RE distribution is estimated using only “in control”   
ICUs;  the fixed effects are estimated using all ICUs. 
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Then



Stages 1 and 2 variance components

Including all ICUs inflates the variance estimates at Stage 1.

2

Table 1. Estimates and standard errors of the random e�ect density parameters for the Stage
1 and Stage 2 models.

Stage 1 �̂2 SE
APACHE III 0.0000318 7.74⇥10�6

Intercept 0.0542223 0.0115764
covariance -0.0002500 0.0023700
Stage 2 �̂2 SE
APACHE III 0.0000313 7.84⇥10�6

Intercept 0.0271328 0.0073427
covariance -0.0001876 0.0001879

Stage 1 Stage 2
�̂2
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⇥

1+ exp
�
�̂0 + �̂1APij +

⌥110
k=2 �̂kxkij + Û0j + Û1jAPij
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⇥

1+ exp
�
�̂0 + �̂1APij +

⇤110
k=2 �̂kxkij + Û0j + Û1jAPij
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Stage 3: Funnel plot 2009 and 2010
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Table 1. Estimates and standard errors of the random e�ect density parameters for the Stage
1 and Stage 2 models.

Stage 1 ⇥̂2 SE
APACHE III 0.0000318 7.74⇥10�6

Intercept 0.0542223 0.0115764
covariance -0.0002500 0.0023700
Stage 2 ⇥̂2 SE
APACHE III 0.0000313 7.84⇥10�6

Intercept 0.0271328 0.0073427
covariance -0.0001876 0.0001879
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Stage 3: Funnel plot 2009 and 2010
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Stage 3: Funnel plot 2009 and 2010

4 Private hospitals have higher than usual mortality: 1 in Vic, 3 in QLD.
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Stage 3: Funnel plot 2009 and 2010

7 ‘in control’ New Zealand ICUs 
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Stage 3: we’ve done visualisation and 
adjustment for multiple comparisons

• Excess mortality in four ICUs is not explained by our 
(extensive) risk adjustment for “usual ICUs”.

• We postulate that these reflect real differences in “process of 
care”.

• ANZICS Centre for Outcome and Resource Evaluation 
(CORE) has an Outlier Management Policy which 
concentrates on data-quality issues.*

• Their 2010 analysis using APACHE III-J (an old algorithm, no 
adjustment for multiple comparisons) identified 2 rural ICUs 
only.

*www.anzics.com.au/core

http://www.anzics.com.au/core
http://www.anzics.com.au/core


Has ICU performance changed over time?

Could also plot both years on a single funnel, or ...
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Next stage



... compare years accounting for 
regression to the mean*

*Jones & Spiegelhalter, 2009

Use an adjusted measure of ICU change from 2009 to 2010:
(widely used in the test-retest literature in education and 

psychology)

So, instead of considering

3

S2010,j � S2009,j

use

3

S2010,j � S2009,j

S2010,j � E(S2010,j|S2009,j)  residual change score

This tests the “surprisingness” of 

3

S2010,j � S2009,j.



Changes in performance: 2009 to 2010

Standard test 

3

S2010,j � S2009,j

S2010,j � E(S2010,j|S2009,j)

1/SE(S2010,j � S2009,j)

3

S2010,j � S2009,j

S2010,j � E(S2010,j|S2009,j)

1/SE(S2010,j � S2009,j)
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Changes in performance: 2009 to 2010
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Changes in performance: 2009 to 2010
accounting for regression to the mean

Standard test o  Adjusted test
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What can we conclude about recent ICU 
performance in OZ and NZ?

• Differences in ICU mortality have been identified by our 
forensic statistical analysis. 

• Are these due to differences in “process of patient care” and 
therefore performance related? Or, are they due to a run of 
(good or) bad luck?

• We are currently analysing 2000-2010 data which may shed 
light on any systemic problems in intensive care.

• A null random effects distribution representing “usual ICU 
mortality” is mandated.

• We have used Stata and R.  ANZICS CORE use SAS, so we 
will be making the methodology available in SAS.
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