ABSTRACT

Traffic matrices are used in many network engineering tasks, for instance optimal network design. Unfortunately, measurements of these matrices are error-prone, a problem that is exacerbated when they are extrapolated to provide the predictions used in planning. Practical network design and management should consider sensitivity to such errors, but although robust optimisation techniques exist, it seems they are rarely used, at least in part because of the difficulty in generating an ensemble of admissible traffic matrices with a controllable error level. We address this problem in our paper by presenting a fast and flexible technique of generating synthetic traffic matrices. We demonstrate the utility of the method by presenting a methodology for robust network design based on adaptation of the mean-risk analysis concept from finance.
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1. INTRODUCTION

Network planning is a crucial task for maintaining the operational status quo of an existing network, as well as integration of future link expansions and technology into the network. Examples of some planning tasks include optimising the capacity of links and assigning an optimal routing plan based on the network topology and link capacities. All these tasks require a key input: the traffic matrix.

Unfortunately, the traffic matrix is not easy to measure accurately [26]. Inferring the traffic matrix from indirect measurements is an ill-conditioned, underconstrained problem, resulting in errors. Direct measurement methods are rarely economically viable, and sampling introduces errors. Moreover, planning must be performed using predicted traffic matrices, and planning horizons may be as long as a year in advance. Prediction errors may therefore be substantial, even when good data is available. In green-fields planning [19], predictions may be highly inaccurate.

As a result, an alternative set of ideas have been proposed: oblivious routing [1], and Valiant network design [31], which seek to design a network and its routing so as to work well with any traffic matrix. These network designs are oblivious to the traffic matrix, i.e., the network performance is guaranteed for any matrix. The penalty is a loss of efficiency, as the network must be over-engineered by as much as a factor of two.

In reality, there is some information about the network beforehand, and this is useful in constraining the set of likely traffic matrices. The information allows operators to make informed guesses even in green-fields planning. The information may be coarser than needed and certainly contains errors, so we need an approach that finds the middle ground between complete ignorance and omniscience.

The other issue for oblivious approaches is that different operators may have different degrees of risk aversion. There is a continuous tradeoff between over-engineering to allow for potential unknowns, and the risk of congestion and its resultant performance degradation. Some operators may be sanguine about congestion, allowing it on occasion in order to provide a cheaper service, whereas others may wish to provide a “gold-class” service, with guaranteed SLAs, and are prepared to pay the extra cost required.

We start with the simple idea that operators should at least understand the sensitivity of their designs to prediction errors, and take these into account as part of planning. Arguably, the simplest approach requires a method to generate an ensemble of traffic matrices that model the errors in the predicted matrix. Such matrices must be:

- admissible, i.e., that satisfy some set of constraints (e.g., non-negativity);
- centred, i.e., their average centres on the predicted matrix; and
- controlled, i.e., their variance around the predicted matrix can be controlled, ideally through a simple, linear parameter.

The canonical example of such an ensemble in many practical situations is IID (Independent Identically Distributed).
Gaussian additive noise. However, in our problem, simple additive noise fails the first two criteria. We present here a method satisfying these criteria.

In addition, we wish the ensemble to be as realistic as possible, though this is intrinsically hard to test given the fact that we can’t (by the nature of the problem) obtain a complete ensemble of such data against which to compare the synthetic matrices. Instead, here we test the usefulness of our model\(^1\) in the network capacity planning problem.

We do not aim to provide novel optimisation algorithms, but simply to demonstrate the importance and utility of an ensemble of “error” matrices. We do so through a proposed framework to optimise traffic engineering metrics of a network in a systematic way. Our framework is based on mean-risk analysis ideas, commonly used in finance for portfolio management. The key idea here is to develop both a utility function and simple model of risk averseness of a network operator with regard to chosen traffic engineering metrics against which we can optimise.

To summarise, our main contributions are:

- a fast, flexible and simple algorithm to generate an ensemble of synthetic traffic matrices around a predicted traffic matrix possessing desirable criteria such as admissibility, centredness and controlled by a single linear parameter,
- theoretical results on the performance of the algorithm, which are empirically validated on real traffic,
- evaluation of the sensitivity of important network designs with respect to edge capacity prediction errors via the use of our synthetic traffic matrices, and
- a simple framework for network design optimisation incorporating robustness into the design using our synthetic traffic matrices.

We validated our results using real traffic from the Abilene network [15].

2. BACKGROUND

2.1 Traffic Matrices

A traffic matrix describes the volume of traffic (typically in bytes) from one point in a network to another during some time interval. Its natural representation is a three dimensional array \( T(\tau) \) with elements \( t_{i,j}(\tau) \) that represent the traffic volume from source \( i \) to destination \( j \) during the time interval \( [\tau, \tau + \Delta \tau) \). Time intervals depend on the time resolution of measurements, and the aim is to be able to observe a stationary sequence of measurements. Typical intervals are of the order of minutes to hours (5, 15, and 60 minutes are very common). In our applications, the locations \( i \) and \( j \) will either be routers or, more typically Points-of-Presence (PoPs), and we only consider Ingress/Egress (IE) traffic matrices here (not underlying Origin/Destination (OD) matrices as these are usually unobservable). We will denote the number of ingress and egress points by \( N \). Throughout the paper, we concentrate on a single snapshot of the traffic matrix at time \( \tau \), so we will omit the time index for convenience. For a much more complete description of all of the issues involved in such a matrix please see [26].

The best current practice for measuring a network’s traffic matrix is to use sampled flow-level measurements (e.g., [7]). These measurements provide traffic matrices on a time granularity on the order of minutes, but these matrices will contain errors. Such errors arise from sampling and from lack of synchronisation in time intervals used in measurements. Control and calibration of the size of these errors, as far as we are aware, is not currently implemented. However, one might hope they were fairly small, say at the level of a few percent, in a well-engineered measurement system.

Alternative approaches to direct (sampled) collection include a body of research [13, 28–30] devoted to developing traffic matrix inference methods from more easily collected link-load measurements. These methods, however, are limited by the underconstrained nature of the problem, so average errors on the order of 10–20% are possible. Despite these errors, [22] showed that traffic engineering tasks, such as routing, can certainly benefit from an inferred traffic matrix as compared to having no knowledge whatsoever.

More importantly, one of the underlying themes of that research is that it is much easier to measure the traffic volumes on links than it is to determine where that traffic is going (and hence the traffic matrix). As a result, it is quite easy to measure values such as the row sums of the traffic matrices \( r_i = \sum_j t_{i,j} \) (which tell us the total traffic coming into a PoP) and the column sums \( c_j = \sum_i t_{i,j} \) (which tell us the total traffic leaving through a PoP).

Network planning requires forecasting future traffic matrices to the date relevant for the plans, the time in advance often called the planning horizon. The prediction process may vary, but it will inevitably introduce prediction errors.

Common sources of error are

- **Statistical inference errors:** due to stochastic variability within the model, i.e., the model for the data is a good approximation, but the particular realisation we observed varies from that predicted.

- **Large, short-term fluctuations from the prediction:** e.g., routing changes (either caused by internal link failures, or external routing policy changes), can alter the egress points of traffic, altering the IE traffic matrix (even if the underlying OD matrix remains unchanged) [23]; or flash-crowds can cause large, short-term changes to traffic. Some of these changes might be considered simple stochastic variation (as above), but some are larger, and more sudden than can be accounted for by normal variation, and their causes can often be identified as singular events.

- **Modelling errors:** resulting from use of a prediction technique whose underlying model is inaccurate over the prediction period. For instance, growth in traffic may appear to be exponential over some period, but actually be logistic (appearing exponential early on, but slowing as demand becomes saturated).

Modelling errors should be preventable by careful analysis of sufficient periods of historical data. The other two fluctuations are intrinsically hard to prevent, and it is these that we primarily focus on here.

The level of aggregation of traffic is often a large factor in the size of these stochastic prediction errors. Large aggregates of traffic are more predictable because they statistically aggregate the behaviour of many more sources. It

\(^1\) We remind the reader of the quote “Essentially, all models are wrong, but some are useful.” [2, p. 424]
is natural then to expect errors to have some dependence on the size of traffic matrix element. Traffic matrix elements have a somewhat skewed distribution (with many small values, and few large) though not formally heavy-tailed [17, 18, 24], implying that we have a large group of smaller, more inaccurate predictions, and a smaller group of large, but comparatively accurate predictions. The Norros model [16], empirically tested in [20] and somewhat based on equivalent assumptions to the independent flow model [6] proposed for traffic matrices, proposes that variance should be proportional to the mean of the traffic. Moreover, the model has consistent variances for aggregated traffic. We need an error model satisfying this property, which we call  

**proportional error variance aggregation**, or PEVA.

We might also reasonably assume that prediction errors for aggregates such as the 2N row and column sums of a traffic matrix will be smaller than for the N² elements. Moreover, prediction of PoP (in/out) volumes can take advantage of demographic, marketing, business and financial predictions much more easily than can the t_{i,j}.

The point we are making is that traffic matrix (and related data) contains considerable value, but it must be assumed that it contains errors. However, these errors are not completely arbitrary. Larger matrix elements have smaller relative errors, and aggregates (such as row and column sums) often have much smaller errors than those in the traffic matrix elements themselves.

### 2.2 Mean-Risk Analysis

The literature on network planning (and related optimisation problems) is vast (for instance see [3]), and we do not aim to survey it here. However, relatively few network operators seem to use formal optimisation as part of their design process, and none that we are aware of use robust optimisation (where robust is used here to mean that the solutions are not sensitive to uncertainty in the inputs).

The approach we adopt here extends the ideas of mean-risk analysis – one approach for the analysis of the potential volatility in financial portfolio returns.

Generally, operators are interested in maximising the utilisation of the network, but at the same time, providing enough capacity to meet network policies and quality of service (QoS) constraints for the customers’ applications. A common approach to allow for uncertainty (say, because of prediction errors) is to include some engineering overhead, or over-dimensioning. That is, instead of designing a network to carry the predicted traffic, the network is designed to carry this traffic, multiplied by some safety factor.

A simple tradeoff arises here: if the network is over-engineered with a high factor, there is much lower risk in the sense that it is able to cope with unexpected traffic, but at a higher cost. Different operators use different factors, based on experience and their degree of risk aversion. Yet, few if any operators formally calculate risk, and specify precisely what their degree of risk aversion is. Our approach – mean-risk analysis – makes this tradeoff explicit through the calculation of an appropriate measure of risk for networks.

To the best of our knowledge, a direct application of mean-risk analysis to network design has not been developed. One paper introducing a measure of risk in the context of routing, called the *bit risk rate*, is [5]. Risk here is directly related to the geographic distance and the expected outage between a source and a destination PoP on a particular path. Although a concept of risk was used, their definition is not the same as ours, as they study routing, whereas here we study the network design, which requires the traffic matrix.

The closest work to introduce some of these ideas, in the context of maximising bandwidth revenue of a network, is [14]. The paper discussed how a network operator can balance between wholesale and retail bandwidth revenue against his risk averseness by formulating an optimisation problem and studying the properties of the solution. However, it was assumed the underlying distribution of the revenue (a truncated Gaussian distribution) is known, and the network operator is thus able to compute the mean and standard deviation. Such an assumption is common in finance problems.

However, the multi-dimensional nature of traffic matrices, and the constraints on these matrices prevent us from providing a closed-form for the distribution of these matrices. Instead, we use our synthetic model to calculate risk, and it is this we describe next.

### 3. TRAFFIC MATRIX SYNTHESIS

Our main goal is to generate an ensemble of traffic matrices to test a network design. Not every matrix, however, can be a traffic matrix. As noted in the introduction such a traffic matrix must be *admissible*, which means that it satisfies some set of constraints. There are multiple possible constraints, but for illustration purposes in this paper we will focus on 4 simple, intuitive, and yet reasonably powerful constraints. For a matrix $T = [t_{i,j}]$, we have

(i) **Non-negativity**: $t_{i,j} \geq 0$, $\forall i, j = 1, 2, \cdots, N$,

(ii) **Row sums**: $\sum_j t_{i,j} = r_i$, $\forall i$,

(iii) **Column sums**: $\sum_i t_{i,j} = c_j$, $\forall j$, and

(iv) **Total traffic**: $\sum_{i,j} t_{i,j} = \sum_i r_i = \sum_j c_j = T$,

where row and column sums are summarised in vectors $r$ and $c$ respectively. The last constraint is actually redundant given the previous constraints, but we include it for its explanatory value.

The constraints above are motivated by the fact that the row and column sums represent the total ingress and egress traffic of a network, which are relatively easy to obtain from SNMP information [20]. We aim to preserve the row, column and total traffic constraints because these will allow us to make fair comparisons between different network designs (see case studies in Sections 4 and 5). In general we might replace the row, column and total traffic constraints with any set of linear (or more generally, convex) constraints on the matrix, but we use the simple constraints above for illustration because of their clear meanings in context.

Previous work [17, 18] focussed on generating such matrices, with the additional aim of matching some statistical properties of empirically measured matrices. The main difference between those papers, and ours is that we also aim to generate matrices which are centred around a predicted matrix, with *controlled* variation around that matrix.

---

2 It is perhaps more common to refer to “centring” as lack of bias, but we prefer the term here as we shall use it to mean lack of bias with respect to particular functions of expectation, not simple expectation.
For instance, the most commonly used noise models are additive, or multiplicative white noise, i.e., we generate a matrix $Y$ from prediction $T$ by either

$$\text{Additive: } y_{i,j} = t_{i,j} + \sigma z_{i,j},$$

$$\text{Multiplicative: } y_{i,j} = t_{i,j}(1 + \sigma z_{i,j}),$$

where the $z_{i,j}$ are IID random variables forming the error or noise matrix $Z$. In many cases, the $z_{i,j}$ would be Gaussian distributed with mean zero, and variance 1, i.e., $z_{i,j} \sim \mathcal{N}(0, 1)$, thus the parameter $\sigma$ controls the variance of the errors, and both are centred (with respect to the average, or the average of the log, respectively).

However, simple generation methods are subtly difficult. We immediately see that with $z_{i,j} \sim \mathcal{N}(0,1)$ the two models above may generate inadmissible matrices, because they may violate non-negativity. Naturally, we truncate the distribution to prevent this, but that results in a significant number of “zero” elements of the resulting matrix, and this uncentres the matrix. Moreover, the resulting matrices no longer satisfy the row, column or total traffic constraints.

So the question remains: how can we generate a randomised traffic matrix satisfying the set of constraints? There are many possible noise models, and procedures for fitting constraints, however, we shall aim here to provide an approach which is intuitively well-matched to traffic matrix generation, as well as simple and fast (speed is important, as traffic matrices inhabit a high-dimensional space, so sensitivity analysis may require generation of a large number of these matrices to explore this space adequately).

### 3.1 Error Model and Non-Negativity

The goal of our approach is to guarantee the admissibility constraints are (at least in part) automatically satisfied by any matrix we generate. To do so we divide the constraints into particular constraints (the summation constraints, which are dependent on the particular network), and universal constraints (non-negativity), which all traffic matrices should satisfy.

Given the non-negativity, it is possible to write any traffic matrix $T = [t_{i,j}]$ in the form

$$T = [a^2_{i,j}],$$

where $a_{i,j} = \sqrt{t_{i,j}}$. The modification seems trivial, but given real values $a_{i,j}$, the matrix is now inherently non-negative. Moreover, the total traffic matrix constraint becomes

$$\sum_{i,j} a^2_{i,j} = T,$$

so we can see the $a_{i,j}s$ as lying on the $N^2$-dimensional hypersphere with radius $\sqrt{T}$.

Our approach, therefore, is to perturb the matrix by finding a new point on this hypersphere via an approximately additive model. This allows us to add noise in a controlled and centred manner, while preserving the universal constraint.

Our Spherically Additive Noise Model (SANM) is

$$y_{i,j} = (a_{i,j} + \beta z_{i,j})^2, \text{ for all } i,j,$$

where $z_{i,j} \sim \mathcal{N}(0,1)$, and $\beta \in [0, \infty)$ is a parameter we can use to tune the strength of the noise. We chose a simple IID noise process, as we have no a priori reason to assume correlations in the noise.

Although we allow the possibility of large $\beta$, as we shall see, there is a restricted range of reasonable values of $\beta$ in practice. However, large $\beta$ is not a detriment, as the model saturates to the gravity model as $\beta \to \infty$, see [27]. We will discuss this in-depth below.

The beauty of the simplicity of this model is that it guarantees non-negativity without truncation, and so not only does it not introduce zeros into the matrix, it is also simple to analyse. Since $z_{i,j} \sim \mathcal{N}(0,1)$, independent of $a_{i,j}$, we get

$$E[y_{i,j}] = E((a_{i,j} + \beta z_{i,j})^2) = E[a_{i,j}^2 + 2\beta a_{i,j} z_{i,j} + \beta^2 z_{i,j}^2] = t_{i,j} + 2\beta E[a_{i,j} z_{i,j}] + \beta^2 E[z_{i,j}^2] = t_{i,j} + 2\beta a_{i,j} E[z_{i,j}] + \beta^2 = t_{i,j} + \beta^2.$$  

This is not ideal (yet), because the resulting matrix clearly doesn’t satisfy the centring condition, so a procedure is needed to force the matrix to satisfy the additional constraints.

### 3.2 Iterative Proportional Fitting (IPF)

The matrix $Y$ no longer sits on the hypersphere defined by the total traffic constraints (or the manifolds defined by the other constraints). Intuitively, what we need is a procedure to project the perturbed solution onto the space defined by the set of constraints. We use the Iterative Proportional Fitting (IPF). Algorithm 1 and 2 outline our method. The algorithm is very simple indeed, with the only complication occurring in the implementation of IPF, which we detail below.

**Input:** $T$, the predicted traffic matrix  
**Input:** $\beta$, noise variance  
**Input:** $r, c$, row and column sum constraints  
**Input:** $\epsilon$, tolerance for IPF  
**Output:** $S$, the synthetic traffic matrix  

1. Generate $Z$, with $z_{i,j} \sim \mathcal{N}(0,1)$  
2. Generate $Y$, where $y_{i,j} = (t_{i,j}/2 + \beta z_{i,j})^2$  
3. $S = \text{IPF}(Y, r, c, \epsilon) / *$ See Algorithm 2  

**Algorithm 1:** Traffic Matrix Perturbation

IPF was originally developed to adjust contingency tables in statistics such that their marginals, given by the row and column sums, satisfy known constraints [4]. This is almost exactly what we aim to do, the only difference being terminology, where we apply IPF to traffic matrices instead. More recently, IPF has been adapted to work with an arbitrary set of measurement constraints (provided the constraints lie in a convex set) [11]. This implies that many types of constraints in network design can be incorporated into IPF. Here, we restrict our attention to only row and column sum constraints which naturally map to our current problem.

IPF consists of iteratively scaling the rows and columns of the matrix until the scaled row and column sums match the objective row and column sums (see Algorithm 2). Here, * denotes a wildcard to specify the rows or columns of the matrix at once. The typical test for convergence is to compare the row and column sums of the iterate $S^{(k)}$ to $r$ and $c$ at the end of each iteration $k$. Once the total difference falls below some required tolerance $\epsilon$, the algorithm has converged.
hence we are requiring that \( b \) is a random matrix. The operator \( \mathcal{A} \) is non-negative [4]. Our error model is guaranteed to be non-negative, as real traffic matrices generally do not have many zero elements. Our model is unlikely to have zero elements for any event.

Moreover, IPF preserves zeros [4, 23]. Thus problematic zeros introduced by truncation (if a simplistic error model was used) would be retained by this step. This is undesirable, as real traffic matrices generally do not have many zero elements. Our model is unlikely to have zero elements for any event.

IPF has a strong connection to the generalised Kullback-Leibler (GKL) divergence used in non-negative matrix decomposition [10]. IPF is an iterative, fixed-point solution to the problem of minimising the GKL divergence between the input to the final solution, subject to constraints (see proof in [27]). More complex algorithms can be used to solve this problem, but IPF’s simplicity and fast convergence are ideal here.

An additional property of IPF worth mentioning is that it is guaranteed to converge to a solution satisfying the row and column constraints only if the initial input matrix is non-negative [4]. Our error model is guaranteed to be non-negative, so convergence is assured.

Moreover, IPF preserves zeros [4, 23]. Thus problematic zeros introduced by truncation (if a simplistic error model was used) would be retained by this step. This is undesirable, as real traffic matrices generally do not have many zero elements. Our model is unlikely to have zero elements for any event.

IPF isn’t novel, even in the context of traffic matrices, where it has been used to enforce row and column constraints before [29]. However, in the cases we are aware of, the method was being used as part of an inference technique, whereas here it is being used for synthesis.

3.3 Discussion

In this synthesis problem, we are essentially finding a set of random matrices \( S = T + W \) that satisfy a set of constraints \( \mathcal{A}(S) = b \).

The operator \( \mathcal{A} \) might represent a set of measurement operations, where \( b \) are observed measurements, or in the preceding section we considered \( \mathcal{A} \) to take row and column sums and \( b \) to be the specified values of those sums.

In general, however, we consider linear operators \( \mathcal{A} \), and hence we are requiring that \( \mathcal{A}(T) = \mathcal{A}(S) = \mathcal{A}(T + W) = \mathcal{A}(T) + \mathcal{A}(W) = b \), or

\[
\mathcal{A}(W) = 0,
\]

i.e., the noise \( W \) must lie in the null space of \( \mathcal{A} \), though with the additional complication of requiring non-negativity.

One method of finding such matrices is by defining a manifold on which all valid traffic matrices reside and forming the above additive model on this manifold. However, that requires (i) defining invertible maps between the manifold and the generated traffic matrices and (ii) search algorithms on manifolds (which are much slower than IPF). For instance, see [8] for an example of a manifold and its relationship to IPF. So the approach we propose is solving a more general problem, but in a fast, easy to implement manner.

Although some measurements are more accurate, they are not perfect. For example, the row and column sums may contain errors, albeit small. The row and column sums themselves may be subject to variations in traffic over time. Either way, regularisation methods may be used to handle variations of these measurements, but a simpler way we adopt in the paper is to add a small amount of noise to the constraint values \( b \) prior to traffic matrix generation. For a valid traffic matrix, the constraints must be self-consistent, for instance, the total of the row and column sums must be equal to the total traffic traversing the network, but this is easy to ensure. So the SANM allows controllable errors in the constraints as well as the generated traffic matrices themselves. We test SANM on variations of the row and column sums in a case study in Section 4.2.

It is worth noting that our method does not constrain the individual elements of the traffic matrix directly. One motivation for direct constraints occurs between the different customers of an ISP, as each may have different SLAs, and are therefore each sensitive to different variations in traffic. To capture these variations, ideally, one would have to define a distribution to specify the traffic variations. It is possible to do so in our model, however, this would require additional work in specifying the type of noise used in SANM, as the noise may no longer be IID, and (ii) define new constraints in IPF.

3.4 Properties

Two criteria for this model were that it be centred and controllable. The SANM is nonlinear, and hence somewhat hard to analyse, but intuitively, IPF is finding the closest point on the appropriate manifold to project the perturbed solution to, so we might hope for these properties.

Analytically, we consider the simplest case where the row and column constraints are ignored, and only the total traffic constraint is included (for more complex row and column problems we quantify the effect in the following section). In the simple case, IPF will scale the values so that the total is correct, i.e.,

\[
E[s_{i,j}] = cE[y_{i,j}] = c \left( t_{i,j} + \beta^2 \right).
\]

The scaling constant \( c \) will be chosen so that \( \sum_{i,j} s_{i,j} = T \), so we know that

\[
E \left[ \sum_{i,j} s_{i,j} \right] = cE \left[ \sum_{i,j} t_{i,j} + \beta^2 \right] = c \left( T + N^2 \beta^2 \right) = T,
\]

and so

\[
c = \frac{1}{1 + N^2 \beta^2 / T}.
\]
Take the average matrix element to be $\bar{t} = T/N^2$ and we get

$$E[s_{i,j}] = \frac{t_{i,j} + \beta^2}{1 + \beta^2/T} = t_{i,j} + \beta^2 \left( 1 - \frac{t_{i,j}}{T} \right) + O(\beta^4).$$

So, in expectation, larger elements of the matrix become smaller, and smaller elements become larger, but the effect is $O(\beta^2)$, and so for small values of $\beta$ the non-linearity is negligible. We therefore have approximate centring of the synthetic matrices.

In addition, we can consider the variance of the synthetic matrix about the predicted matrix by looking at the variance of $s_{i,j}$ and noting that, at least approximately this is the same as the variation around $t_{i,j}$:

$$\text{Var}[s_{i,j}] = E[s_{i,j}^2] - E[s_{i,j}]^2 \approx E[s_{i,j}^2] - t_{i,j}^2 = E[(s_{i,j} - t_{i,j})^2],$$

and

$$E[s_{i,j}^2] = c^2 E[Y_{i,j}^2] = \frac{E[(a_{i,j} + \beta z_{i,j})^4]}{(1 + \beta^2/T)^2} = t_{i,j}^2 + \beta^2 t_{i,j} \left( 6 - 2 \frac{t_{i,j}}{T} \right) + O(\beta^4). \quad (2)$$

so the standard deviation of the variability around the predicted matrix is approximately linear in $\beta$, for small $\beta$. Averaging over the whole matrix to obtain a relative measure of standard deviation around matrix elements we get

$$\sqrt{\frac{1}{N^2} \sum_{i,j} E[s_{i,j}^2] - t_{i,j}^2} \approx \beta \sqrt{\frac{1}{N^2} \sum_{i,j} 6 \frac{t_{i,j}}{T} - 2 \frac{t_{i,j}^2}{T}.} \quad (3)$$

We will examine the range of linearity of this approximation empirically for the more general case including row and column constraints in the following section. We find the approximation to be very good in the range $0 \leq \beta \leq 0.2$, and reasonable for $\beta$ up to 0.4.

Finally, as the noise level increases, i.e., $\beta \to \infty$, and the errors are very large, $Y$ becomes less informative as a prior, as useful information from $T$ is overwhelmed by noise, resulting in a saturated response of each $s_{i,j}$. We prove that this response approaches the response of the gravity model $rc^T/T$ in [27].

This well-behaved asymptotic behaviour is another advantage of our model over the additive and multiplicative models. As the noise strength increases for the latter models, the generated traffic matrices depart significantly from realistic traffic matrices, due to the presence of a large number of zeros (the effect of truncation). In contrast, with our model, even with high noise, the generated traffic matrices can be used to study network designs under high uncertainty, i.e., when predictions are way off the mark.

### 3.5 Validation

In the following results, the predicted traffic matrix $T$ is a single snapshot from the Abilene [15] data, the average traffic over time 0200 to 0205 hours, 1st March 2004.

We first test the approximation (2). In Figure 1, we set $\beta = 0.2$ and plot approximation (2) against empirical measurements of $E[s_{i,j}^2]$ (which also includes the row and column sum constraints), averaged over 1000 trials. The middle solid line denotes the equality between elements, i.e., if the approximation equals $E[s_{i,j}^2]$. We find that the fit is very good indeed, as the data points lie close to the solid line, despite the fact the approximation did not try to account for the row and column sum constraints. We have tested this with various predicted traffic matrices with similar results. The approximation is fair up to $\beta = 0.4$, beyond which the approximation quality degrades. This is not surprising since with small noise, there is less distortion to the row and column sums of $Y$, so the total traffic and non-negativity constraints have a bigger effect on the final output of IPF.

Our model also coincides with the intuition about the modelling of aggregated flows per the Norros model [21]. In real traffic, as flows are combined, the aggregated flow has a higher variance, and this variation is modelled to be proportional to the size of the aggregated traffic flow in the Norros model. These larger flows would naturally have larger measurement error. From approximation (2), we find the errors scale in proportion to $t_{i,j}$, aligning with the intuition of the Norros model. In the SANM, the error would therefore scale proportional to the size of the predicted traffic matrix’s elements. We call this the proportional error variance aggregation (PEVA) property.

Another consideration is how far the generated traffic matrices are from the original input. Since the SANM is non-linear, will there be significant distortions of the matrices?

We measure the distortion using the Mean Relative Square Error (MRSE) of the generated traffic matrices to the input $T$, defined by

$$\text{MRSE}(\beta) = \sqrt{\frac{1}{N^2} \sum_{i,j} \frac{(s_{i,j}(\beta) - t_{i,j})^2}{t_{i,j}^2}}.$$  

The metric quantifies the effect of the perturbation of IPF’s solution to the predicted traffic matrix. Ideally, we would like a linear relationship between $\beta$ and the MRSE, implying that $s_{i,j}$ is proportional to $t_{i,j}$, and this is predicted for small $\beta$ by (3), but without row and column sum constraints. Here, we include those constraints and test the MRSE response.

We examine the MRSE response of IPF in Figure 2. The solid curve is the average response of the generated traffic matrices. The curve was generated from 200 data points,
Table 1: Comparing the (truncated) additive, multiplicative and SANM over several important criteria. PEVA implies that the error of the generated matrix elements scale in proportion to the size of the predicted traffic matrix element as noise increases. Model parameters were chosen so that their MRSEs are roughly 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>Mean % zeros</th>
<th>Admissible</th>
<th>Centred</th>
<th>Controlled</th>
<th>PEVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additive</td>
<td>$\sigma = t$</td>
<td>$\approx 50.0$</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Multiplicative</td>
<td>$\sigma = 1$</td>
<td>13.6</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>SANM</td>
<td>$\beta = 0.2$</td>
<td>0.0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 2: MRSE as a function of $\beta$. The solid curve is the average response of IPF’s output over 1000 trials per data point. The predicted traffic matrix $T$ is from Abilene data, the average traffic over time 0200 to 0205 hours, 1st March 2004. The dashed and flat lines show the approximation for small $\beta$ (see approximation (3)) and large $\beta$ (see details in [27]).

4. CASE STUDY 1: DESIGN COMPARISON

It is intrinsically difficult to determine whether our test matrices are “accurate”. We are generating an ensemble of synthetic traffic matrices to model variability WRT a single real traffic matrix, so we don’t have anything to compare against. Instead, we opt to demonstrate that they are useful via two simple case studies.

In our first study, we consider the question of whether oblivious design is wasteful given some, potentially flawed, information about the traffic matrix. Our approach is to test five design strategies:

**Abilene**: We will perform our test using the Abilene network data (from 2004), and so our baseline design will be the actual Abilene network, but rather than use the actual link capacities, we choose link capacities that are the minimum required to carry $T$, the predicted TM. Note that although these are not the real network capacities, this choice is made so that we can perform a fair comparison across all designs.

**Robust Abilene**: The previous network design assumed that we knew the traffic matrix $T$ accurately, and chose capacities accordingly. Now we use the same set of links, but choose capacities to allow for errors in the traffic predictions. This is common practice in network design: first optimise the network according to an objective, then over-engineer to allow a margin of safety. In practice, the over-engineering may appear in the form of a constant factor determined empirically. Here, we shall explicitly use our synthesis methodology to determine how much over-engineered capacity is required. We generate a set of 100 synthetic matrices and set the link capacities so that we can carry any of these. This robust design then allows for errors in the traffic matrix inputs, but with some extra “overhead” capacity, which we will assess below as a function of $\beta$. Note that when $\beta = 0$, this design will be the same as the Abilene design.

**Star**: Also known as a “hub-and-spoke” design, it consists of a single central node with all other nodes connected to it. The central node has the highest access capacity as it needs to handle all incoming traffic from the other nodes. All traffic flows on this network travel at most two hops. The star design, with clever link capacity choices and load balancing, is the design with the minimum capacity required to serve any admissible traffic matrix with prescribed edge capacities, i.e., row and column sums. It is therefore the optimal oblivious network. Although a common design amongst enterprise level networks, backbone networks do not use the star design as failure of the central node leads to catastrophic failure of the entire network.

**Valiant (oblivious) design**: The key idea here is a design of a network that can carry, without congestion, any admissible traffic matrix [31] with some failure resilience. This
may sound impossible, but it does so by using the clever idea of indirect routing from switching. The network design is a clique (with links between all pairs of routers), and each packet is routed along two hops, rather than traversing a direct route. The first hop is spread amongst all of the available routers and the second is to the destination router. In [31], the authors show that this type of network design and load balancing combination can guarantee that any possible traffic matrix (given access link capacities) can be carried as long as sufficient capacity is allocated to the links. Moreover, they presented an algorithm for selecting the proportions of traffic which go to each intermediate node (oblivious of the actual traffic matrix) and for designing the correct network capacities. We apply this technique to derive a set of link capacities in a network, using the row and column sums of the traffic matrix to derive lower bounds on the access link capacity. We use the row and column sums of the predicted traffic matrix in our capacity planning techniques. The capacity of link connecting $i$ to $j$ is calculated according to [31]

$$x_{i,j} = \left( \sum_{k=1}^{N} \frac{w_k}{T - 2w_k} \right)^{-1} \left( \frac{w_{i,j} + w_{i,j}w_{j,i}}{T - 2w_{i,j}} \right), \quad (4)$$

where $w_i := \max(r_{i,c_1})$. The total capacity of the Valiant design is at most twice that of the star design.

Robust clique: If one seeks to minimise the bandwidth-distance product on a network, the optimal network design is a clique, where traffic only ever has to traverse a single hop. Although this is an obvious simplification of real costs, it provides a simple comparison against the Valiant design, which also uses a clique. The minimal link capacities are given by the corresponding traffic matrix element. However, as noted, we will not use the capacities determined by one traffic matrix, but rather, choose capacities that can carry any of our synthetic traffic matrices.

### 4.1 Experiment 1: Fixed c and r

We test the five designs with traffic matrices from Abilene [15]. The 2004 network had $N = 12$ PoPs. We draw one week of Abilene traffic matrices, starting from the first week of April 2004, aggregated into 168 one-hour traffic matrices, and we use these matrices as if they were the predicted traffic matrices $T$. For each predicted matrix, we generate $M = 100$ synthetic matrices (using the procedure described above, assuming the $c$ and $r$ given by the matrix are correct), and calculate the total bandwidth $\times$ distance product for the network.

According to the simple optimisation used here, an efficient network would have a low bandwidth $\times$ distance product. When the errors in the prediction are zero (i.e., $\beta = 0$) the clique will produce the optimal design, and so we use the bandwidth-capacity product of this network as a baseline, and measure all other networks as a factor of this capacity, hence the minimum possible value is 1. Thus we see the degree of “over-build” required by each strategy, as a function of the size of the prediction errors.

Figure 3(a) plots the % change WRT to the results in Figure 3(a). Most designs behave almost as before. The prediction errors in rows and columns are small compared to those in the traffic matrices, and so have little effect.

The robust clique has the highest variation, which is expected, because there is greater variation in generated traffic matrices due to the row and column sum variations.

The Valiant and star designs must account for these explicitly to remain oblivious, and hence their overall capacity requirement increase as the errors in the edge capacities increase. Although the star design maintains a total capacity less than twice that of the Valiant, its confidence intervals are larger. Due to prediction errors, the “optimal” central node chosen according to predictions may not be the optimal central node based on the true traffic matrix. One mistake would disrupt the carefully planned traffic load balance.
Both designs demonstrate a near linear relationship with $\beta$. These designs allocate capacities proportional to the total $T$. The assigned capacities would scale linearly with $\beta$, since we assign capacities by choosing the design with the maximum total capacity, which is a Gaussian distributed random variable with a standard deviation of $O(\beta)$, due to the prediction errors.

The example illustrates an interesting principle of robustness. Both designs attempt to carefully optimise the network, not against a particular traffic matrix, but all matrices given the edge capacities. They have strong protection against errors in individual elements of the traffic matrix, provided the measurement of edge capacities are accurate. When this assumption is violated, the performance of these designs degrade.

We point out that there are a number of simplifications here in our cost model and system constraints (typical link capacities are symmetric and constrained to take a fixed set of values). However, we have shown how the choice of network design algorithm can be influenced by the nature of the data we have available, and that illustrates very simply the value of being able to generate an ensemble of potential matrices to use in planning.

However, for all these approaches, there is no ability to tradeoff risk and value. Network operators would have to design the network to allow for any possible traffic generated by the model. In reality, operators have different degrees of risk aversion, and we consider network design in that context in the following section.

Moreover, our design approaches are only robustified versions of existing designs, i.e., we choose the link capacities, but don’t assess where the links should be. In the next case study we will allow for a full design process.

5. CASE STUDY 2: RISK TRADEOFFS

5.1 Mean-Risk Analysis and Network Design

The fundamental ideas of portfolio analysis trace back to Markowitz’s famous work [12]. The objective was to construct a portfolio of financial assets yielding a better overall return compared to the individual assets at lower overall risk by selecting assets whose risk and return profiles are uncorrelated to balanced the total risk of the portfolio. In network design, we might consider multiplexing multiple traffic matrix elements on the same links to reduce the relative variance of the link flows to achieve a similar effect.

Mean-risk analysis is a simple, but useful approach within the (much larger) field of portfolio design. The goal (as suggested by the name) is to optimise the portfolio with respect to the average risk and utility. The assumption is that risk is bad, and so portfolio managers are risk averse, but to different degrees, so we aim solve the problem

$$\max_x \mathbb{E}_y [U(x, y)] - \delta \mathbb{E}_y [R(x, y)],$$

where $x$ is a set of decision variables, and $y$ are the potential outcomes (expectations are across the space of outcomes), and the optimisation may also contain some constraints. The parameter $\delta > 0$ allows the portfolio manager to tune their tradeoff between utility $U$ and risk $R$. In the context of portfolios, utility is a given function of return (sometimes simply just the return itself), and there are various notions of risk, depending on context, often based on the variance or the standard deviation of the utility function.

It is worth noting, though, that choice of risk metric is non-trivial, and there is a considerable body of work on this factor alone in finance. Here, we propose a rudimentary mean-risk analysis for network design and management. A network operator wants to maximise a certain objective, say, the utilisation of the entire network, given a predicted traffic demand. In this case, the decision variables are the link capacities (which we will denote by $x$, noting that $x_\ell > 0$ indicates that a link $\ell$ is present), the outcomes are the $L$ link traffics $y$, and the utility function is the total utilisation
of the network
\[ U(x, y) = \sum_{\ell \geq 0} y_{\ell}/x_{\ell}. \]

Note that high utilisation of the network is important because high utilisation lowers the network cost per unit bit, and increases profits for given transit charges.

However, total utilisation is not the only metric that can be incorporated into the framework. Depending on the operator’s objective, other metrics such as total link delay can certainly be included.

Risk is slightly harder to define. Simplistically, the risk here is that the bandwidth will be insufficient to accommodate traffic, resulting in congestion. The cost of congestion is that performance will suffer, and so SLAs may not be satisfied, or disappointed customers will leave the network, but quantification of these risks is difficult, so we aim to simply provide a measure of congestion. In finance, several decades of research has not yielded a perfect risk metric and this suggests there is potential for much further research on network risk metrics. We chose two simple alternatives for this case study, without claiming that either is the perfect risk measure.

The two are:

- **Hard threshold**: \( R(x, y) = \sum_{\ell \geq 0} [y_{\ell}/x_{\ell} - \gamma]^+ \), where \([z]^+ = \max(z, 0)\). This measure enforces a hard threshold, with a tuneable translation parameter \( \gamma > 0 \) determining the placement of the threshold.

- **Soft threshold**: \( R(x, y) = \sum_{\ell \geq 0} y_{\ell}/(x_{\ell} - y_{\ell}) \), though we improve performance by using the piece-wise linear approximation of \( R(x, y) \) developed for optimising OSPF weights [9], a relaxed version of the former. This measure provides more incentive to avoid heavily over-utilised links, and thus balance overall traffic more evenly across the network.

Note that these risk measures deal with correlation in traffic variations in very different ways, and the resulting network design would be reflective of the chosen risk measure. One could imagine all admissible traffic matrices as stocks in a portfolio, with link capacities as the allocation proportion for the entire network to form a joint portfolio. The hard threshold risk measure caps variations at each link to achieve overall lower utilisation, but the soft threshold allows some links with lower capacity to be sacrificed, i.e., allowing more variations for a small number of links, while ensuring a low global utilisation. The former risk measure is similar to uniformly limiting the volatility of aggregates of stocks, while the latter is akin to proportionally allocating more to the best stocks in a portfolio. This will be clearer in our case study below.

Our optimisation problem is

\[
\max_x \quad \mathbb{E}_y[U(x, y)] - \delta \mathbb{E}_y[R(x, y)]
\]

s.t. \( x \geq 0 \), and \( y = \mathcal{A}_x(S), \quad S \in \mathcal{S}_{TM}, \)

where \( \mathcal{S}_{TM} \) is the set of admissible traffic matrices, and \( \mathcal{A}_x(S) \) represents the link loads resulting from routing the traffic matrix \( S \) across the network with capacities \( x \) (\( x \geq 0 \) denotes element-wise non-negativity).

The optimisation is, in theory, performed on the expectation of our metrics over all admissible traffic matrices. Unfortunately, this is impractical as we don’t know their true distribution, and even if we did the optimisation would likely be computationally intractable. Instead, our approach is to use our synthesis algorithm to generate an ensemble of traffic matrices, over which the solution to both problems can be approximated. This has a two-fold effect: first, performance of the most likely variations around the predicted traffic matrix can be assessed, and second, the time required to obtain a solution can be controlled by the number of generated traffic matrices.

### 5.2 Experiments

We test the idea presented above as shown in Figure 4, though the reader should note that this is not intended to be a full exposition on network optimisation, but rather an example of how to use the synthetic matrices.

We start by using a predicted traffic matrix \( T \) to generate an ensemble of traffic matrices \( \{S_i\}_{i=1}^M \) with noise strength \( \beta \). In order to make the scenario somewhat realistic, we will once again use the traffic matrix data from Abilene [15] (from 0000 to 0005 hours on the 1st March 2004), but this time the network designers do not have access to the true traffic matrix. They are only given a forecast on the incoming and outgoing traffic of the network, and they form a predicted matrix \( T^* \) using the gravity model [29]. This is the
natural estimate given no other information [30], though it certainly does contain errors [29]. The tests below are over a range of 40 values of $\beta \in (0, 0.4]$, each with $M = 100$ matrices.

The real errors between $T$ and $T^*$ are known to us and we can calibrate the meaning of the results. The real MRSE is 1.33, which corresponds to $\beta_{err} \approx 0.17$, well within the approximate linearity range, i.e., $\beta \leq 0.2$. Note $T^*$ here is not the same as that in Figure 2 and $\beta_{err}$ was computed using approximation (3).

Once we have an ensemble of possible matrices, we perform the network design. We do so for the two risk functions described above (with $\gamma = 1$ in the hard threshold), and a range of risk averse parameters $\delta$. Optimisation was performed by using the Matlab function fmincon. Despite the non-convex nature of the optimisation problem, the time taken to generate the 100 synthetic matrices and compute the optimal capacity design was approximately 2 minutes on a machine with a 3.06 GHz processor and 4 GB of RAM.

As the optimisation problem is non-convex, there is the possibility that the optimisation performs badly, so our first set of figures tests the quality of the optimisation. Although we optimise against total utilisation and risk, we assess performance here against maximum utilisation. We do so for two reasons: (i) the maximum provides a worst case measure of how badly the overall design can fail, and (ii) we wish to avoid the circularity of testing against exactly the same criteria against which we optimise. Figures 5(a) and 6(a) show the maximum utilisation across the whole ensemble. One immediately notes that for all $\delta$, this increases almost linearly with $\beta$. This is entirely reasonable – as the variety in the ensemble increases (approximately linearly with $\beta$), the optimisation finds it harder to both ensure high average utilisation, and low maximum utilisation, and the maximum utilisation increases.

Importantly, however, the maximum utilisation decreases as we become more risk averse, and it is precisely this effect we are trying to achieve by tuning the parameter $\delta$.

The performance of the network designs on the true traffic matrix is more important than the performance across the artificial ensemble. Figures 5 and 6 plots (b) and (c) show two performance metrics: the maximum and average utilisations for the network design, given the true Abilene traffic matrix $T^*$. The maximum is a worst case measure of the risk (lower is better), and the average utilisation is a measure of the utility achieved (higher is better).

The maximum utilisation (for the true matrix) generally decreases with increasing risk aversion, though surprisingly there is little difference for the hard threshold between $\delta = 5$ and 10. As $\delta$ increases, we see that the average utilisations decrease. This is simply because as we become more risk averse, we provide more excess capacity to provide for inaccuracies, and so overall utilisation decreases.

Moreover, the maximum utilisation roughly decreases as $\beta$ increases. Increasing $\beta$ indicates that we have less confidence in our estimate, and so again we need to allow more headroom to allow for errors in predictions. Consequently we see that as $\beta$ increases the average utilisation decreases.

However, note that we aren’t just providing extra capacity to account for errors. As the parameters $\delta$ and $\beta$ change, the actual network designs change. When we are more risk averse, or less sure about the accuracy of predictions, it makes sense to multiplex larger streams of traffic onto fewer links to reduce the relative variance of the link loads. We can see this in the non-smooth, non-linear nature of these functions. We can also see this in the fact that for the hard threshold, and moderate degrees of risk aversion, e.g., $\delta = 5$, the average network utilisation is relatively insensitive to $\beta$, even as the maximum utilisation decreases. This is highly desirable, as we might only be able to estimate the prediction errors approximately.

The choice of risk metric obviously has a large effect on the results, though neither is universally better.

The Fortz-Thorup risk penalises heavy over-utilisation, but this depends on the load of the link. For links with small loads, a compromise is accepted where these links are allowed to be congested, as long as the overall network has a favourable average utilisation. Links with large loads matter more under this risk measure, so their utilisation is kept below 1. This can be seen in Figure 6(b) when $\beta$ is small with $\delta = 1$, where the maximum utilisation with $T^*$ only stabilises after $\beta = 0.1$, as the traffic matrix has a proportion of small elements. Once $\beta$ increases, elements of the synthetic ensemble get larger, so the subsequent designs are over-provisioned as there are less links with small loads that can be “sacrificed”. Thus, designs using this risk metric maintain average utilisation below 1, but may sacrifice some links in an effort to do so.

In contrast, the hard threshold penalises all overloads linearly, without normalising according to load size. Designs using the hard threshold would attempt to keep maximum utilisation near 1 for all links. So we see a more uniform response of the maximum and average utilisation across $\beta$ when tested on $T^*$.

Overall, for most given network designs the Fortz-Thorup risk is therefore larger, forcing both the maximum and average utilisations lower for a given $\delta$. It also shows more sensitivity to the parameter $\beta$ for maximum utilisation, and less for average, due to its sensitivity to the more extreme utilisations resulting from the traffic matrix ensemble.

Although increasing $\beta$ and $\delta$ have somewhat similar effects (to decrease the risk, and to compensate, the overall utilisation also decreases), the parameters have different meanings. The parameter $\beta$ is a technical measure of the accuracy of our predictions, while the parameter $\delta$ is a business parameter expressing the degree of our concern about congestion.

Finally, the main point of this given the actual prediction errors for Abilene, $\beta_{err} \approx 0.17$, is that we could use the above to start to choose between designs. Given $\delta$ we can examine for the given risk metrics the designs based on a prediction, and use these to build a network robust against prediction errors, while still as efficient as possible.

6. CONCLUSION AND FUTURE WORK

In this paper, we examined the generation of synthetic traffic matrices for sensitivity analysis of network design algorithms. The main point we aim to get across is that all measurements contain errors and likewise with predictions. To further compound the problem, there are no “valid” traffic matrices and obtaining a ground truth to evaluate a network design with is nearly impossible. Thus, we advocate using fast, simple traffic matrix synthesis models so as to allow testing of network designs under variations around the predicted traffic matrix.

The results in our paper demonstrate the usefulness of our approach. We can use our synthetic traffic matrices to
understand network designs better, such as Valiant’s lack of sensitivity to variations in incoming and outgoing traffic. Moreover, we can design networks with a degree of robustness to input errors. We have shown how robust versions of existing network designs can often be more resilient when faced with significant changes in the traffic matrix.

We further advanced a mean-risk analysis framework for network design. The rationale is that different network operators have different risk averseness. We used simple utility and risk functions, coupled with our traffic matrix synthesis algorithm to assign capacities to links of a network. These ideas were tested on real data and simulations. Future work will further extend and validate the framework with more traffic snapshots, and study other risk measures.

Sensitivity of network design algorithms to errors is important but is often ignored. If sensitivity and robustness to error receive more care, network optimisations might receive more attention from the operator community.
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APPENDIX

A. IPF MINIMISES KL DIVERGENCE

Throughout the discussion, we consider the application of IPF to a general matrix $Y \in \mathbb{R}^{M \times N}$. It has been claimed that IPF minimises the KL divergence [11], but we are not aware of a proof of this claim, so we include our own proof for reference.

Let us define the matrix generalisation of the KL divergence [10] as

$$D_{GKL}(X \| Y) = \sum_{i,j} x_{i,j} \log \frac{x_{i,j}}{y_{i,j}} - \sum_{i,j} x_{i,j} + \sum_{i,j} y_{i,j},$$

between the matrices $X$ and $Y$, reducing to the canonical KL divergence when $x_{i,j}, y_{i,j} \in [0,1]$ for all $i,j$ and $\sum_{i,j} x_{i,j} = \sum_{i,j} y_{i,j} = 1$, i.e., probabilities. Here, we use the standard convention $\log(0/0) = 0$.

Given an initial matrix $Y$, IPF solves the following optimisation problem successively for each iteration $k$, $k = 1, 2, \ldots, K$ (assume convergence to the solution at $K$, according to an appropriate criterion):

$$X^* = \arg\min_{X \in \mathbb{R}^{M \times N}} D_{GKL}(X \| Y),$$

subject to the constraint set (recall the set in Section 3)

$$x_{i,j} \geq 0, \forall i, j = 1, 2, \ldots, N,$$

$$\sum_{j} x_{i,j} = r_i, \forall i,$$

$$\sum_{i} x_{i,j} = c_j, \forall j,$$

$$\sum_{i,j} x_{i,j} = \sum_{i} r_i = \sum_{j} c_j = T.$$  

The objective function is convex in $X$ and the constraints form a convex set, hence, the optimisation problem is convex. Since the objective function is strictly convex, there is one global minimum with a single optimal point. Assume $Y$ is non-negative, so the non-negativity constraint is inactive.

To prove the claim, we define the Lagrangian with multipliers $\lambda \in \mathbb{R}^N$, $\mu \in \mathbb{R}^M$, $\psi \in \mathbb{R}$,

$$L(X, \lambda, \mu, \psi; Y) := \sum_{i,j} x_{i,j} \log \frac{x_{i,j}}{y_{i,j}} - \sum_{i,j} x_{i,j} + \sum_{i,j} y_{i,j} + \sum_{i,j} \lambda_i (\sum_{j} x_{i,j} - c_j)$$

$$+ \sum_{i,j} \mu_i (\sum_{i} x_{i,j} - r_i) + \psi (\sum_{i,j} x_{i,j} - T).$$

Differentiating with respect to $x_{i,j}, \forall i,j, \lambda_j, \forall j$ and $\mu_i, \forall i$, and $\psi$,

$$\frac{\partial L(X, \lambda, \mu, \psi; Y)}{\partial x_{i,j}} = \log x_{i,j} - \log y_{i,j} + \lambda_j + \mu_i + \psi$$

$$\frac{\partial L(X, \lambda, \mu, \psi; Y)}{\partial \lambda_j} = \sum_{i} x_{i,j} - c_j$$

$$\frac{\partial L(X, \lambda, \mu, \psi; Y)}{\partial \mu_i} = \sum_{j} x_{i,j} - r_i$$

$$\frac{\partial L(X, \lambda, \mu, \psi; Y)}{\partial \psi} = \sum_{i,j} x_{i,j} - T.$$

Setting the derivatives to 0, we find the last three return the column, row and total sum constraints. Solving equation (13) yields the fixed point equation

$$x_{i,j} = \eta_i \nu_j y_{i,j}, \forall i, j,$$

where $\eta_i = \exp(-\mu_i - \psi)$, $\nu_j = \exp(-\lambda_j - \psi)$ and $\psi + \psi = \psi, \forall i, j$.

One way to find the optimal point is to iteratively alternate between solving the Langrangian multipliers, first holding $\nu_j$ fixed, then holding $\eta_i$ fixed. One does this by taking constraints (9) and (10) into account to solve for the multipliers. Beginning from an initialisation $X^{(0)} = Y$, the steps are

$$\eta_i^{(k-1/2)} = \frac{r_i}{\sum_j x_{i,j}^{(k-1)} \nu_j^{(k-1)}}, \forall i,$$

$$\nu_j^{(k)} = \frac{c_j}{\sum_i x_{i,j}^{(k-1)} \eta_i^{(k-1/2)}}, \forall j.$$

Substituting the above into the fixed point equation (17), this is equivalent to iteratively solving the equations

$$x_{i,j}^{(k-1/2)} = \frac{r_i}{\sum_j x_{i,j}^{(k-1)} \nu_j^{(k-1)}}, \forall i,$$

$$x_{i,j}^{(k)} = \frac{c_j}{\sum_i x_{i,j}^{(k-1)} \eta_i^{(k-1/2)}}, \forall j.$$

This is precisely what IPF does. Speedup is possible by replacing the denominator in (19) with $\sum x_{i,j}^{(k-1/2)}$ instead, so as to propagate new updates as soon as possible.

B. ASYMPTOTICS OF THE SANM

Here we obtain intuition on the average behaviour of the Spherically Additive Noise Model (SANM) in the limit of large $\beta$. The limit corresponds to the case where we have very inaccurate traffic matrix predictions. The matrices must still satisfy admissibility constraints: non-negativity, row and columns sums, and total, but otherwise we have essentially no information about these matrices. In this limit, it would make sense to use a maximum entropy model, that is, to use a model that postulates the minimum additional assumptions about the traffic matrix, in the absence of any prior beliefs beyond the explicit constraints. Prior work [2, 30] has shown that the maximum entropy model for a traffic matrix under these constraints is the gravity model. We indeed found that this was a reasonable approximation for the limiting distribution of our matrices, and so we seek to explain it intuitively in this appendix.

We are interested in $\mathbb{E}[S]$ when $\beta \rightarrow \infty$. The major complication is the nonlinear action of IPF on $Y$, making it difficult to analyse the output of IPF. Moreover, since the input to the generalised KL divergence are random matrices, $D_{GKL}(X \| Y)$ is itself a random quantity (in this sense, it is not the same as the canonical KL divergence), the solution of (7) is only deterministic conditioned on knowing $Y$.

Recall that IPF is performing the optimisation specified in (7)-(11), so

$$\mathbb{E}[S] = \mathbb{E} \left[ \arg\min_{X \in \mathbb{R}^{N \times N}} D_{GKL}(X \| Y) \right],$$

where $\eta_i = \exp(-\mu_i - \psi)$, $\nu_j = \exp(-\lambda_j - \psi)$ and $\psi + \psi = \psi, \forall i, j$.
subject to the usual admissibility constraints. On the other hand, we will find it easier to work with

$$\hat{S} = \arg \min_{X \in \mathbb{R}^{N \times N}} D_{GKL}(X \parallel \mathbb{E}[Y]),$$

subject to the admissibility constraints, which is the solution of the optimisation problem for the average matrix $\mathbb{E}[Y]$.

The two are not equal, but we can argue that they are close in the limit. First, note that the $y_{i,j}$ are IID random variables, so $Y$ is composed of an ensemble of $N^2$ IID random variables. The Asymptotic Equipartition Theorem [7, Ch. 3], guarantees that asymptotically the typical set of instances of $Y$ will have probability near one, and elements of this set will have approximately constant probability. So we can loosely think of the ensemble $Y$ as being largely composed of typical instances, each equiprobable. The constraints in the problem are linear, so the space onto which we are projecting is a linear subspace of $\mathbb{R}^{N \times N}$. Moreover, the optimisation is to minimise the "distance" to this subspace, and so we can think of it as projecting the ensemble $Y$ onto the subspace. Finally expectation is a linear operator itself, so for $N^2$ large and $\beta \to \infty$, we have $\hat{S} \sim \mathbb{E}[S]$.

As $\beta \to \infty$, the predicted traffic matrix has an insignificant effect on the matrix $Y$, so we find that the $y_{i,j}$ are distributed as $\chi^2$ random variables, with one degree of freedom, and that $\mathbb{E}[y_{i,j}] \approx \beta^2$, i.e., (1) leads to

$$y_{i,j} \approx \beta^2 z_{i,j}^2,$$

where $z_{i,j} \sim \mathcal{N}(0,1)$, and hence $\mathbb{E}[Y] = \beta^2 \mathbf{1}_N \mathbf{1}_N^T$, where $\mathbf{1}_N$ is the vector of $N$ ones.

Using the previous section, the effect of applying IPF to $\mathbb{E}[Y]$ is to solve the optimisation problem specified in (7)-(11). That is, $\hat{S}$ is the $X$ that minimises $D_{GKL}(X \parallel \beta^2 \mathbf{1}_N \mathbf{1}_N^T)$, or

$$\sum_{i,j} x_{i,j} \log x_{i,j} - \left( \sum_{i,j} x_{i,j} \right) \log \beta^2 - \sum_{i,j} x_{i,j} + N^2 \beta^2.$$

When we include Lagrange multipliers for each constraint, the problem becomes that of minimising

$$L(X, \lambda, \mu, \psi) := \sum_{i,j} x_{i,j} \log x_{i,j} - \left( \sum_{i,j} x_{i,j} \right) \log \beta^2 - \sum_{i,j} x_{i,j} + N^2 \beta^2 + \sum_{i,j} \lambda_{i,j} \left( \sum_{j} x_{i,j} - c_{i} \right) + \sum_{i} \mu_i \left( \sum_{j} x_{i,j} - r_{i} \right) + \psi \left( \sum_{i,j} x_{i,j} - T \right).$$

Differentiating with respect to $x_{i,j}$, $\forall i, j, \lambda_{i,j}, \forall j$ and $\mu_i, \forall i$,

$$\frac{\partial L(X, \lambda, \mu, \psi)}{\partial x_{i,j}} = \log x_{i,j} - \log \beta^2 + \lambda_{i,j} + \mu_i + \psi,$$

where we omitted the last three equations (14)-(16). Setting the above equation to 0 and solving equation (23), yields the fixed point equation

$$s_{i,j} = \eta_i \nu_j \beta, \quad \forall i, j$$

where $\eta_i = \exp(-\mu_i - \psi_i)$, $\nu_j = \exp(-\lambda_j - \psi_j)$ and $\psi_i + \psi_j = \psi$, $\forall i, j$.

In order to find the optimal solution, we use the constraint information. Substituting (24) into the constraints,

$$\beta^2 \eta_i \sum_{j} \nu_j = r_i, \forall i \quad (row \ constraints)$$

$$\beta^2 \nu_j \sum_{i} \eta_i = c_j, \forall j \quad (column \ constraints)$$

$$\beta^2 \sum_{i,j} \eta_i \nu_j = T, \quad (total \ sum \ constraint).$$

By the total sum constraint (27), since (27) is equal to $\beta^2 (\sum_{i} \eta_i)(\sum_{j} \nu_j)$,

$$\sum_{i} \eta_i = \frac{T}{\beta^2 \sum_{j} \nu_j}.$$

Substituting this into the row constraints (25), we obtain for all $i$

$$\frac{\eta_i}{\sum_{j} \eta_i} = \frac{r_i}{T}.$$ Similarly, using the total sum constraint (27), we can obtain from (26)

$$\nu_j = \frac{c_j}{T}.$$

By rewriting (24), for all $i, j$, the optimal solution is

$$\tilde{s}_{i,j} = \left( \sum_{i} \eta_i \right) \left( \sum_{j} \nu_j \right) \beta \left( \sum_{i} \eta_i \right) \left( \sum_{j} \nu_j \right) = T \left( \frac{r_i}{T} \right) \left( \frac{c_j}{T} \right) = \frac{r_i c_j}{T^2}.$$

Thus, $\hat{S} = \mathbf{r} \mathbf{c}^T / T$, i.e., the gravity model, and as discussed earlier, will be close to $\mathbb{E}[S]$ as $\beta \to \infty$. Intuitively, once the noise overwhelms any prior beliefs of the network’s traffic obtained from the predicted matrix, the IPF defaults to a solution with maximum entropy, which matches the empirical results.

C. REFERENCES


