# EXTENDING HOLOMORPHIC MAPS FROM STEIN MANIFOLDS INTO AFFINE TORIC VARIETIES 

RICHARD LÄRKÄNG AND FINNUR LÁRUSSON


#### Abstract

A complex manifold $Y$ is said to have the interpolation property if a holomorphic map to $Y$ from a subvariety $S$ of a reduced Stein space $X$ has a holomorphic extension to $X$ if it has a continuous extension. Taking $S$ to be a contractible submanifold of $X=\mathbb{C}^{n}$ gives an ostensibly much weaker property called the convex interpolation property. By a deep theorem of Forstnerič, the two properties are equivalent. They (and about a dozen other nontrivially equivalent properties) define the class of Oka manifolds.

This paper is the first attempt to develop Oka theory for singular targets. The targets that we study are affine toric varieties, not necessarily normal. We prove that every affine toric variety satisfies a weakening of the interpolation property that is much stronger than the convex interpolation property, but the full interpolation property fails for most affine toric varieties, even for a source as simple as the product of two annuli embedded in $\mathbb{C}^{4}$.
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## 1. Introduction

Modern Oka theory has evolved from Gromov's seminal work on the Oka principle [7]. ${ }^{1}$ From one point of view, Oka theory is the study of interpolation and approximation problems for holomorphic maps from Stein spaces into suitable complex manifolds. The goal, for suitable targets, is to show that such a problem can be solved as soon as there is no topological obstruction to its solution. A complex manifold $Y$ is said to have the interpolation property if a holomorphic map to $Y$ from a subvariety $S$ of a reduced Stein space $X$ has a holomorphic extension to $X$ if it has a continuous extension. Taking $S$ to be a contractible submanifold of $X=\mathbb{C}^{n}$ gives an ostensibly much weaker property called the convex interpolation property. It is a deep theorem of Forstnerič that the two properties are equivalent [3]. In fact, by Forstnerič's work, a dozen or more properties

[^0]of complex manifolds having to do with interpolation or approximation or both are mutually equivalent. They define the class of Oka manifolds. The prototypical examples of Oka manifolds are complex Lie groups and their homogeneous spaces. Among other known examples are all smooth toric varieties ([10], [5, Theorem 2.17]). In particular, the smooth locus of a toric variety is Oka.

This paper is the first attempt to develop Oka theory for singular targets. We focus on interpolation, but our interpolation results imply approximation results. The simple example of the cusp $Y=\left\{(z, w) \in \mathbb{C}^{2}: z^{2}=w^{3}\right\}$ shows that Oka theory for singular targets will be different from the theory for smooth targets. The identity map $Y \rightarrow Y$ has a continuous extension to $\mathbb{C}^{2}$ because $Y$ is contractible (so $\mathbb{C}^{2}$ retracts continuously onto $Y$ ), but it does not extend holomorphically to $\mathbb{C}^{2}$ because being singular, $Y$ is not a holomorphic or even a smooth retract of $\mathbb{C}^{2}$. Using the normalisation map $\mathbb{C} \rightarrow Y$, $\zeta \mapsto\left(\zeta^{3}, \zeta^{2}\right)$, it is easily seen that $Y$ satisfies the interpolation property for normal sources $S$. However, Theorem 1.2(b) below shows that there is more to Oka theory for singular targets than restricting the sources to being smooth.

The targets that we will study are affine toric varieties, always assumed irreducible but not necessarily normal ("nnn"). Our main results, stated precisely just below, may be roughly summarised as follows.

- Every nnn affine toric variety satisfies a weakening of the interpolation property that is much stronger than the convex interpolation property.
- The full interpolation property fails for most nnn affine toric varieties, even for a source as simple as the product of two annuli embedded in $\mathbb{C}^{4}$.

Our main results are the following four theorems.
Theorem 1.1. Let $Y$ be a nnn affine toric variety. Let $S$ be a factorial subvariety of a reduced Stein space $X$ such that $H^{p}(X, \mathbb{Z}) \rightarrow H^{p}(S, \mathbb{Z})$ is surjective for $p=0,1,2$. Then every holomorphic map $S \rightarrow Y$ extends to a holomorphic map $X \rightarrow Y$.

As a very particular consequence, every nnn affine toric variety satisfies the convex interpolation property. The key to the proof of the theorem is a new notion of a twisted factorisation of a nondegenerate holomorphic map into $Y$ (see Theorem 2.2). We call a holomorphic map $f: S \rightarrow Y \subset \mathbb{C}^{n}$ nondegenerate if the image by $f$ of each irreducible component of $S$ intersects the torus in $Y$. Equivalently, no component of $f$ is identically zero on any component of $S$. (As described in more detail at the beginning of Section 2, we take a nnn affine toric variety $Y$ in $\mathbb{C}^{n}$ to be embedded in $\mathbb{C}^{n}$ as the zero set of a prime lattice ideal. Then the torus in $Y$ is $Y \cap\left(\mathbb{C}^{*}\right)^{n}$.)

Recall that $S$ is factorial if the stalk $\mathscr{O}_{x}$ of the structure sheaf of $S$ is a factorial ring for every $x \in S$. Then $S$ is normal and hence locally irreducible, so its connected components and irreducible components are the same. Factoriality is a strong property, not much weaker than smoothness, but it is a natural assumption in Theorem 1.1.

Theorem 1.2. Let $Y$ be a nnn affine toric variety of dimension $d$ in $\mathbb{C}^{n}$ with $0 \in Y$.
(a) Suppose that the normalisation of $Y$ is $\mathbb{C}^{d}$. If $S$ is a normal subvariety of a reduced Stein space $X$, then every nondegenerate holomorphic map $S \rightarrow Y$ extends to a holomorphic map $X \rightarrow Y$.
(b) Suppose that the normalisation of $Y$ is not $\mathbb{C}^{d}$. There is a smooth surface $S$ in $\mathbb{C}^{4}$, biholomorphic to the product of two annuli, and a nondegenerate holomorphic map $S \rightarrow Y$ that does not extend to a holomorphic map $\mathbb{C}^{4} \rightarrow Y$.

Here, 0 denotes the origin in $\mathbb{C}^{n}$. A variety $Y$ as in the theorem is contractible (not only topologically, but even holomorphically), so the extension problem has no topological obstruction. When $X$ and $S$ are smooth, it is easily seen using a smooth retraction of a neighbourhood of $S$ onto $S$, that the extension problem has no smooth obstruction either.

The following dichotomy refines the first case of the previous one. Note that case (a) refers to arbitrary, possibly degenerate holomorphic maps. After the proof of Theorem 1.3 , we give an example to show that for (b) to hold in general, the source $\mathbb{C} \times\{0\} \cup$ $\{(0,1)\}$ needs to be disconnected.

Theorem 1.3. Let $Y$ be a nnn affine toric variety of dimensiond in $\mathbb{C}^{n}$ with $0 \in Y$. Suppose that the normalisation of $Y$ is $\mathbb{C}^{d}$.
(a) Suppose that $Y$ is locally irreducible. If $S$ is a seminormal subvariety of a reduced Stein space $X$, then every holomorphic map $S \rightarrow Y$ extends to a holomorphic map $X \rightarrow Y$.
(b) Suppose that $Y$ is not locally irreducible. There is a degenerate holomorphic map $\mathbb{C} \times\{0\} \cup\{(0,1)\} \rightarrow Y$ that does not extend to a holomorphic map $\mathbb{C}^{2} \rightarrow Y$.

The following examples illustrate the three kinds of varieties in Theorems 1.2 and 1.3.

- The map $\mathbb{C}^{2} \rightarrow \mathbb{C}^{4},(s, t) \mapsto\left(s, t^{2}, t^{3}, s t\right)$, is the normalisation of its image $Y$. The map induces a homeomorphism $\mathbb{C}^{2} \rightarrow Y$, so $Y$ is locally irreducible.
- Whitney's umbrella in $\mathbb{C}^{3}$, defined by the equation $x^{2} y=z^{2}$, has normalisation $\mathbb{C}^{2} \rightarrow Y,(s, t) \mapsto\left(s, t^{2}, s t\right)$, and is not locally irreducible.
- The cone in $\mathbb{C}^{3}$ defined by the equation $x y=z^{2}$ is normal but of course not isomorphic to $\mathbb{C}^{2}$. (See Example 2.10.)

Finally, in the normal case, we have the following result.
Theorem 1.4. Let $Y$ be a singular nondegenerate normal affine toric variety.
(a) Let $S$ be a connected factorial subvariety of a connected reduced Stein space $X$ such that $H^{2}(X, \mathbb{Z}) \rightarrow H^{2}(S, \mathbb{Z})$ is surjective. Then every holomorphic map $S \rightarrow Y$ extends to a holomorphic map $X \rightarrow Y$.
(b) There is a smooth surface $S$ in $\mathbb{C}^{4}$, biholomorphic to the product of two annuli, and a nondegenerate holomorphic map $S \rightarrow Y$ that does not extend to a holomorphic map $\mathbb{C}^{4} \rightarrow Y$.

A normal affine toric variety may be factored as $Y \times\left(\mathbb{C}^{*}\right)^{k}$, where the normal affine toric variety $Y$ has no torus factors, and is thus said to be nondegenerate, and $Y$ is naturally embedded in some $\mathbb{C}^{n}$ so as to contain the origin. Then $Y$ is contractible, and $Y$ is singular unless $Y$ is isomorphic to some $\mathbb{C}^{m}$. The extension problem into $\mathbb{C}^{*}$ is of course fully understood: the hypothesis on $H^{1}$ in Theorem 1.1 is only there to take care of torus factors. Thus Theorem 1.4 follows from Theorems 1.1 and 1.2.

We prove the main theorems in Section 2. We also give quick proofs of the following further results.

It is well known in Oka theory that interpolation yields approximation.
Proposition 1.5. Let $\Omega$ be a Runge domain of finite embedding dimension in a factorial Stein space $X$, such that $H^{p}(\Omega, \mathbb{Z})=0$ for $p=1,2$. Let $Y$ be a nnn affine toric variety, and let $f: \Omega \rightarrow Y$ be a holomorphic map. Then $f$ can be approximated uniformly on compact subsets of $\Omega$ by holomorphic maps $X \rightarrow Y$.

Interpolation on a discrete subset is always possible.
Proposition 1.6. Let $S$ be a discrete subset of a reduced Stein space $X$. Let $Y$ be a nnn affine toric variety. Then every map $S \rightarrow Y$ extends to a holomorphic map $X \rightarrow Y$.

The following result is known [2, Propostion 4.2.6], but we offer a new proof.
Proposition 1.7. A factorial affine toric variety is smooth.
Finally, meromorphic extensions are readily obtained.
Proposition 1.8. Let $S$ be a factorial subvariety of a reduced Stein space $X$. Let $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety with $0 \in Y$. Let $f: S \rightarrow Y$ be a nondegenerate holomorphic map. Then $f$ extends to a meromorphic map $X \rightarrow Y$.

## 2. Proofs

A nnn affine toric variety $Y$ in $\mathbb{C}^{n}$ may be defined in several equivalent ways (see [2, Chapter 1] and [13]). We prefer to take $Y$ to be defined by a prime lattice ideal, that is, a prime ideal in $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ of the form

$$
I=\left\langle x^{\ell^{+}}-x^{\ell^{-}}: \ell \in \Lambda\right\rangle=\left\langle x^{\alpha}-x^{\beta}: \alpha, \beta \in \mathbb{N}^{n}, \alpha-\beta \in \Lambda\right\rangle,
$$

where $\Lambda$ is a lattice in $\mathbb{Z}^{n}$, that is, an additive subgroup of $\mathbb{Z}^{n}$ (here, $0 \in \mathbb{N}$ ). Each $\ell \in \Lambda$ is uniquely decomposed as $\ell^{+}-\ell^{-}$, where $\ell^{+}, \ell^{-} \in \mathbb{N}^{n}$ are minimal. The ideal $I$ is prime if and only if the quotient group $\mathbb{Z}^{n} / \Lambda$ is torsion-free or, equivalently, free [12, Theorem 7.4]. When we speak of a nnn affine toric variety $Y$ in $\mathbb{C}^{n}$, we always take it to be embedded in $\mathbb{C}^{n}$ as the zero set of a prime lattice ideal. Then the torus in $Y$ is $Y \cap\left(\mathbb{C}^{*}\right)^{n}$. Let $d$ denote the dimension of $Y$.

The normalisation of $Y$ is most conveniently described in terms of the affine semigroup corresponding to $Y$. An affine semigroup $\Sigma$ is a finitely generated, torsion-free, cancellative, abelian monoid. Equivalently, $\Sigma$ is the image of a monoid morphism $\mu: \mathbb{N}^{n} \rightarrow \mathbb{Z}^{m}$, and we might as well assume that $\Sigma$ generates $\mathbb{Z}^{m}$ as a group. Every nnn affine toric variety is the spectrum of the semigroup algebra $\mathbb{C}[\Sigma]$ of some affine semigroup $\Sigma$. The associated lattice is $\Lambda=\left\{u-v \in \mathbb{Z}^{n}: u, v \in \mathbb{N}^{n}, \mu(u)=\mu(v)\right\}$. The assignment of spec $\mathbb{C}[\Sigma]$ to $\Sigma$ defines an anti-equivalence from the category of affine semigroups to the category of nnn affine toric varieties. The normalisation of the nnn affine toric variety defined by $\Sigma$ is defined by the saturation of $\Sigma$ in $\mathbb{Z}^{m}$, that is, by the semigroup of all $v \in \mathbb{Z}^{m}$ with $n v \in \Sigma$ for some $n \in \mathbb{N}, n \geq 1$, which is in fact an affine semigroup.

A saturated affine semigroup is of the form $\sigma^{\vee} \cap \mathbb{Z}^{m}$, where $\sigma$ is a rational polyhedral cone. The saturation of a general affine semigroup $\Sigma$ is $\Sigma_{\text {sat }}=\tau \cap \mathbb{Z}^{m}$, where $\tau$ is the rational polyhedral cone spanned by generators of $\Sigma$. The dual of a rational polyhedral cone is a rational polyhedral cone, and for a rational polyhedral cone $\tau,\left(\tau^{\vee}\right)^{\vee}=\tau$. Thus, $\Sigma_{\text {sat }}=\sigma^{\vee} \cap \mathbb{Z}^{m}$, where $\sigma=\tau^{\vee}$.

If $\Lambda$ is trivial, then $Y=\mathbb{C}^{n}$ and Theorems 1.1, 1.2(a), and 1.3(a) are immediate consequences of the Cartan extension theorem. Therefore we will assume that $\Lambda$ is not trivial. (If $\Lambda$ is trivial, the matrix $C$, introduced in the proof of Lemma 2.1, does not make sense.)

Proof of Theorem 1.2(a). Suppose that the normalisation of $Y$ is $\mathbb{C}^{d}$. A nondegenerate holomorphic map $f$ from a normal subvariety $S$ of a reduced Stein space $X$ to $Y$ maps the complement of a thin subvariety of $S$ into $Y \cap\left(\mathbb{C}^{*}\right)^{n}$, which is smooth, so $f$ maps only a thin subvariety of $S$ into the non-normal locus of $Y$. Hence $f$ lifts to a map into $\mathbb{C}^{d}$, which extends to a map from $X$ to $\mathbb{C}^{d}$ by the Cartan extension theorem. Postcomposing by the normalisation map gives a holomorphic extension $X \rightarrow Y$ of $f$.

Since $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ is Noetherian, $I$ is generated by finitely many binomials of the form $x^{\ell^{+}}-x^{\ell^{-}}$, where $\ell \in \Lambda$. Choose once and for all a $k \times n$ matrix $A=\left(a_{\nu j}\right)$ with integer entries, such that the binomials $x^{\ell^{+}}-x^{\ell^{-}}$, where $\ell$ runs through the rows of $A$, generate $I$. Then a nondegenerate holomorphic map $g$ into $\mathbb{C}^{n}$ maps into $Y$ if and only if the well-defined meromorphic functions $g_{1}^{a_{\nu 1}} \cdots g_{n}^{a_{\nu n}}, \nu=1, \ldots, k$, are identically equal to 1 .

We further assume that $Y$ contains the origin 0 in $\mathbb{C}^{n}$. Equivalently, $\operatorname{Ker} A$ contains a vector $\left(v_{1}, \ldots, v_{n}\right)$ with strictly positive integer entries (theorem of Stiemke [15, Corollary 7.1 k$]$ ). Then $Y$ is contractible (even holomorphically contractible), as shown by the homotopy

$$
Y \times[0,1] \rightarrow Y, \quad(y, t) \mapsto\left(t^{v_{1}} y_{1}, \ldots, t^{v_{n}} y_{n}\right)
$$

so there is no obstruction to extending a continuous map into $Y$ from a subcomplex of a CW complex to the whole complex. If $S$ is a subvariety of a reduced complex space $X$, then there is a triangulation of $X$ that restricts to a triangulation of $S$. Hence every continuous map $S \rightarrow Y$ has a continuous extension $X \rightarrow Y$.

The nontrivial submonoid $K=\operatorname{Ker} A \cap \mathbb{N}^{n}$ of $\mathbb{N}^{n}$ has a Hilbert basis. This is a finite subset $\mathscr{B}$ of $K$ such that every vector in $K$ can be written as a linear combination of the vectors in $\mathscr{B}$ with coefficients in $\mathbb{N}$, and $\mathscr{B}$ is uniquely determined as the smallest subset of $K$ with this property. (For a proof, see [1, Theorem 8.2.9] or [16, Algorithm 1.4.5], where an algorithm for finding the Hilbert basis is given.) Let $B=\left(b_{j i}\right)$ be the $n \times m$ matrix whose columns are the vectors of $\mathscr{B}$. Then $A B=0$.

Lemma 2.1. If $\operatorname{Ker} B \subset \mathbb{Z}^{m}$ is trivial, then the normalisation of $Y$ is $\mathbb{C}^{m}$.
Proof. Let $C$ be a $p \times n$ matrix whose rows form a $\mathbb{Z}$-basis of $\Lambda$. Then $C B=0$. Consider the short exact sequence


It is exact at $\mathbb{Z}^{p}$ because the columns of $C^{t}$ are linearly independent. It splits since $\mathbb{Z}^{n} / \Lambda$ is free, so $C^{t}$ has a left inverse. Hence $C$ has a right inverse. Since the columns of $B$ form the Hilbert basis of $\operatorname{Ker} A \cap \mathbb{N}^{n}$, we have $\operatorname{Ker} A \cap \mathbb{N}^{n}=B\left(\mathbb{N}^{m}\right)$. Since $\operatorname{Ker} A$ contains a vector with strictly positive integer entries, it follows that $\operatorname{Ker} A=\operatorname{Im} B \subset \mathbb{Z}^{n}$. Also, $\operatorname{Ker} C=\operatorname{Ker} A$ since $A$ and $C$ have the same row space $\Lambda$. Therefore the sequence

$$
0 \longrightarrow \mathbb{Z}^{m} \xrightarrow{B} \mathbb{Z}^{n} \xrightarrow{C} \mathbb{Z}^{p} \longrightarrow 0
$$

is exact. The dual sequence

$$
0 \longrightarrow \mathbb{Z}^{p} \xrightarrow{C^{t}} \mathbb{Z}^{n} \xrightarrow{B^{t}} \mathbb{Z}^{m} \longrightarrow 0
$$

is also exact, so $\operatorname{Ker} B^{t}=\Lambda$.
Hence $Y$ is defined by the affine semigroup $\Sigma=B^{t}\left(\mathbb{N}^{n}\right) \subset \mathbb{Z}^{m}$ spanned over $\mathbb{N}$ by the rows $b_{1}, \ldots, b_{n}$ of $B$. The normalisation of $Y$ is given by the semigroup $\tau \cap \mathbb{Z}^{m}$, where $\tau$ is the rational polyhedral cone $\mathbb{Q}_{+} b_{1}+\cdots+\mathbb{Q}_{+} b_{n}$.

Let us determine the dual cone $\sigma=\tau^{\vee}=\left\{v \in \mathbb{Q}^{m}: B v \in \mathbb{Q}_{+}^{n}\right\}$. Clearly, $\mathbb{Q}_{+}^{m} \subset \sigma$. Conversely, say $v \in \sigma \cap \mathbb{Z}^{m}$. Then $B v \in \mathbb{N}^{n}$ and $A B v=0$, so by the Hilbert basis property, there is $w \in \mathbb{N}^{m}$ such that $B v=B w$. Since $B$ is injective, $v=w \in \mathbb{N}^{m}$. Thus $\sigma \cap \mathbb{Z}^{m}=\mathbb{N}^{m}$, so $\sigma \subset \mathbb{Q}_{+}^{m}$, and $\sigma=\mathbb{Q}_{+}^{m}$. Hence the normalisation of $Y$ is defined by the affine semigroup $\tau \cap \mathbb{Z}^{m}=\sigma^{\vee} \cap \mathbb{Z}^{m}=\mathbb{N}^{m}$, so the normalisation is $\mathbb{C}^{m}$.

We now consider the case when the normalisation of $Y$ is not $\mathbb{C}^{d}$, so $\operatorname{Ker} B \subset \mathbb{Z}^{m}$ is nontrivial. We choose once and for all an $m \times \ell$ matrix $E=\left(e_{i \lambda}\right)$ with integer entries whose columns form a $\mathbb{Z}$-basis for $\operatorname{Ker} B \subset \mathbb{Z}^{m}$. Then $B E=0$.

The easiest way to extend a holomorphic map $f: S \rightarrow Y$ to a holomorphic map $X \rightarrow Y$ would be to find holomorphic functions $g_{1}, \ldots, g_{m}$ on $S$ such that

$$
f_{j}=g_{1}^{b_{j 1}} \cdots g_{m}^{b_{j m}}
$$

for $j=1, \ldots, n$, and extend $g_{1}, \ldots, g_{m}$ to holomorphic functions $G_{1}, \ldots, G_{m}$ on $X$. Setting

$$
F_{j}=G_{1}^{b_{j 1}} \cdots G_{m}^{b_{j m}}
$$

we get a holomorphic map $F: X \rightarrow Y$ extending $f$. Such a factorisation of $f_{1}, \ldots, f_{n}$ need not exist. However, a weaker kind of factorisation exists when $f$ is a nondegenerate map from a factorial space.

A twisted factorisation of a holomorphic map $f: W \rightarrow Y$, where $W$ is a complex space, consists of line bundles $N_{1}, \ldots, N_{\ell}$ on $W$ and sections $\sigma_{1}, \ldots, \sigma_{m}$ of the bundles

$$
L_{i}=N_{1}^{e_{i 1}} \otimes \cdots \otimes N_{\ell}^{e_{i \ell}}, \quad i=1, \ldots, m
$$

such that with respect to the canonical trivialisations of the bundles

$$
M_{j}=L_{1}^{b_{j 1}} \otimes \cdots \otimes L_{m}^{b_{j m}}
$$

we have

$$
f_{j}=\sigma_{1}^{b_{j 1}} \otimes \cdots \otimes \sigma_{m}^{b_{j m}}, \quad j=1, \ldots, n
$$

(The above formulas may be abbreviated as $L=N^{E}, M=L^{B}$, and $f=\sigma^{B}$.) Each bundle $M_{j}$ has a canonical trivialisation because it is a tensor product of the factors $N_{\lambda}^{b_{j 1} e_{1 \lambda}+\cdots+b_{j m} e_{m \lambda}}, \lambda=1, \ldots, \ell$, with $b_{j 1} e_{1 \lambda}+\cdots+b_{j m} e_{m \lambda}=0$. Every choice of local
trivialisations of $N_{1}, \ldots, N_{\ell}$ induces the same local trivialisation of $M_{j}$ and thus defines a global trivialisation of $M_{j}$. In other words, every choice of defining cocycles for $N_{1}, \ldots, N_{\ell}$ induces the trivial cocycle as a defining cocycle for $M_{j}$. In this way, a section of $M_{j}$ is identified with a function.

Conversely, if a nondegenerate holomorphic map $f: W \rightarrow \mathbb{C}^{n}$ has a twisted factorisation, then $f_{1}^{a_{\nu 1}} \cdots f_{n}^{a_{\nu n}}=1$ on $W$ for $\nu=1, \ldots, k$ since $A B=0$, so $f$ maps $W$ into $Y$.

Theorem 2.2. Let $W$ be a factorial complex space and $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety of dimension $d$ with $0 \in Y$, whose normalisation is not $\mathbb{C}^{d}$. Every nondegenerate holomorphic map $f: W \rightarrow Y$ has a twisted factorisation.

Proof. Write $\left(\left(f_{1}\right), \ldots,\left(f_{n}\right)\right)=\sum v_{\gamma} Z_{\gamma}$, where the hypersurfaces $Z_{\gamma}$ are the irreducible components of the zero sets of $f_{1}, \ldots, f_{n}$ and $v_{\gamma} \in \mathbb{N}^{n}$. Since $f_{1}^{a_{\nu 1}} \cdots f_{n}^{a_{\nu n}}=1$ for $\nu=1, \ldots, k$, we have $v_{\gamma} \in \operatorname{Ker} A$ for each $\gamma$. Choose $u_{\gamma} \in \mathbb{N}^{m}$ with $B u_{\gamma}=v_{\gamma}$ and set $\left(D_{1}, \ldots, D_{m}\right)=\sum u_{\gamma} Z_{\gamma}$.

Since $W$ is factorial, every divisor on $W$ is locally principal (that is, every Weil divisor is a Cartier divisor). Thus there is an open cover $\left(U_{\alpha}\right)$ of $W$ and holomorphic functions $g_{\alpha 1}, \ldots, g_{\alpha m}$ on $U_{\alpha}$ such that $\left(g_{\alpha i}\right)=D_{i} \mid U_{\alpha}$. Then, for $j=1, \ldots, n$,

$$
\left(g_{\alpha 1}^{b_{j 1}} \cdots g_{\alpha m}^{b_{j m}}\right)=\sum_{i} b_{j i} D_{i}=\sum_{i, \gamma} b_{j i} u_{\gamma i} Z_{\gamma}=\sum_{\gamma} v_{\gamma j} Z_{\gamma}=\left(f_{j}\right)
$$

on $U_{\alpha}$. For $i=1, \ldots, m$, the cocycle $\left(g_{\alpha i} / g_{\beta i}\right)$ defines a line bundle $L_{i}$ on $W$. The cochain $\left(g_{\alpha i}\right)$ defines a section $\sigma_{i}$ of $L_{i}$. For $j=1, \ldots, n$, let $M_{j}=L_{1}^{b_{j 1}} \otimes \cdots \otimes L_{m}^{b_{j m}}$. Then $M_{j}$ has the section $\sigma_{1}^{b_{j 1}} \otimes \cdots \otimes \sigma_{m}^{b_{j m}}$ with divisor $\left(f_{j}\right)$, so $M_{j}$ is trivial.

Since $M_{1}, \ldots, M_{n}$ are trivial, $L=\left(L_{1}, \ldots, L_{m}\right)$ is in the kernel of the map

$$
H^{2}(W, \mathbb{Z}) \otimes \mathbb{Z}^{m} \rightarrow H^{2}(W, \mathbb{Z}) \otimes \operatorname{Im} B
$$

defined by $B$. Since the columns of $E$ are linearly independent, the sequence

$$
0 \longrightarrow \mathbb{Z}^{\ell} \xrightarrow{E} \mathbb{Z}^{m} \xrightarrow{B} \operatorname{Im} B \longrightarrow 0
$$

is exact, and since $\operatorname{Im} B \subset \mathbb{Z}^{n}$ is free, it splits. Thus the induced sequence

$$
0 \longrightarrow H^{2}(W, \mathbb{Z}) \otimes \mathbb{Z}^{\ell} \xrightarrow{E} H^{2}(W, \mathbb{Z}) \otimes \mathbb{Z}^{m} \xrightarrow{B} H^{2}(W, \mathbb{Z}) \otimes \operatorname{Im} B \longrightarrow 0
$$

is also exact, so $L=N^{E}$ for some $N=\left(N_{1}, \ldots, N_{\ell}\right)$.
Let $\eta_{j}=f_{j}^{-1} \sigma_{1}^{b_{j 1}} \otimes \cdots \otimes \sigma_{m}^{b_{j m}} \in \mathscr{O}^{*}(W), j=1, \ldots, n$. We will show that there are $\xi_{1}, \ldots, \xi_{m} \in \mathscr{O}^{*}(W)$ such that $\eta_{j}=\xi_{1}^{b_{j 1}} \cdots \xi_{m}^{b_{j m}}$, that is, $\eta=\xi^{B}$. Then we simply replace $\sigma_{i}$ by $\xi_{i}^{-1} \sigma_{i}$.

As in the proof of Lemma 2.1, let $C=\left(c_{\mu j}\right)$ be a $p \times n$ matrix whose rows form a $\mathbb{Z}$-basis of $\Lambda$. Let the $n \times p$ matrix $Q=\left(q_{j \mu}\right)$ with integer entries be a right inverse for $C$. Then $C\left(Q C-I_{n}\right)=0$. Since $\operatorname{Ker} C=\operatorname{Im} B \subset \mathbb{Z}^{n}$, there is an $m \times n$ matrix $P$ with integer entries such that $Q C-I_{n}=B P$.

Let $\xi=\eta^{-P}$. Then $\eta=\eta^{Q C-B P}=\xi^{B} \cdot\left(\eta^{C}\right)^{Q}$, where the dot denotes componentwise multiplication. We have $f^{C}=(1, \ldots, 1)$ since $f$ maps into $Y$, and ( $\sigma_{1}^{b_{j 1}} \otimes \cdots \otimes$ $\left.\sigma_{m}^{b_{j m}}\right)_{j=1, \ldots, n}^{C}=(1, \ldots, 1)$ since $C B=0$, so $\eta_{7}^{C}=(1, \ldots, 1)$ and $\eta=\xi^{B}$.

The following corollary is immediate.
Corollary 2.3. Let $W$ be a factorial complex space on which every holomorphic line bundle is trivial. Let $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety of dimensiond with $0 \in Y$, whose normalisation is not $\mathbb{C}^{d}$. For every nondegenerate holomorphic map $f: W \rightarrow Y$, there is a holomorphic map $g: W \rightarrow \mathbb{C}^{m}$ such that $f=g^{B}$.

The next theorem characterises extendability of nondegenerate maps.
Theorem 2.4. Let $S$ be a factorial subvariety of a factorial Stein space $X$. Let $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety of dimension $d$ with $0 \in Y$, whose normalisation is not $\mathbb{C}^{d}$, and let $f: S \rightarrow Y$ be a nondegenerate holomorphic map. Then $f$ extends to a holomorphic map $X \rightarrow Y$ if and only if $f$ has a twisted factorisation such that $N_{1}, \ldots, N_{\ell}$ extend to line bundles on $X$.

Proof. Suppose that $f$ has a twisted factorisation such that $N_{1}, \ldots, N_{\ell}$ extend to line bundles $\tilde{N}_{1}, \ldots, \tilde{N}_{\ell}$ on $X$. Denote the corresponding extension of $L_{i}$ by $\tilde{L}_{i}$. Extend $\sigma_{i}$ to a section $\tilde{\sigma}_{i}$ of $\tilde{L}_{i}$. We obtain a holomorphic extension $F: X \rightarrow \mathbb{C}^{n}$ of $f$ with $F_{j}=\tilde{\sigma}_{1}^{b_{j 1}} \otimes \cdots \otimes \tilde{\sigma}_{m}^{b_{j m}}$. Because $F$ has a twisted factorisation, $F(X) \subset Y$.

Conversely, if $f: S \rightarrow Y$ is nondegenerate and extends to a holomorphic map $F: X \rightarrow Y$, then $F$ is nondegenerate on the connected components of $X$ that intersect $S$. In addition, by possibly changing $F$ (to, say, the constant nondegenerate map $x \mapsto$ $(1, \ldots, 1) \in Y)$ on any connected component of $X$ that does not intersect $S$, we may assume that $F$ is nondegenerate. Now take a twisted factorisation for $F$ and restrict it to $S$.

The following corollary gives Theorem 1.1 under the additional assumptions that $f$ is nondegenerate and $0 \in Y$.

Corollary 2.5. Let $S$ be a factorial subvariety of a reduced Stein space $X$. Let $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety with $0 \in Y$, and let $f: S \rightarrow Y$ be a nondegenerate holomorphic map. If the restriction map $H^{2}(X, \mathbb{Z}) \rightarrow H^{2}(S, \mathbb{Z})$ is surjective, in particular if $H^{2}(S, \mathbb{Z})=0$, then $f$ extends to a holomorphic map $X \rightarrow Y$.

Proof. If the normalisation of $Y$ is $\mathbb{C}^{d}$, then the corollary follows from Theorem 1.2(a). If the normalisation of $Y$ is not $\mathbb{C}^{d}$, then the corollary follows from Theorem 2.2 and the proof of Theorem 2.4, where factoriality of $X$ was not needed for the implication that is relevant here.

We can reformulate the characterisation of extendibility of nondegenerate maps without reference to twisted factorisations as follows.

Corollary 2.6. Let $S$ be a factorial subvariety of a factorial Stein space $X$. Let $Y \subset \mathbb{C}^{n}$ be a nnn affine toric variety of dimension $d$ with $0 \in Y$, whose normalisation is not $\mathbb{C}^{d}$, and let $f: S \rightarrow Y$ be a nondegenerate holomorphic map. Then $f$ extends to a holomorphic map $X \rightarrow Y$ if and only if there is an m-tuple $D$ of effective divisors on $S$ such that $B D=(f)$ and $c_{1}(D) \in H^{2}(S, \mathbb{Z})^{m}$ is the restriction of an element of Ker $B \subset H^{2}(X, \mathbb{Z})^{m}$.

The main point of the proof is that if $D$ exists, then a twisted factorisation of $f$ with $(\sigma)=D$ is obtained as in the proof of Theorem 2.2.

Next we prove Theorem 1.2(b). We need the following two lemmas.
Lemma 2.7. The domain

$$
S=\left\{z \in \mathbb{C}^{2}: \frac{3}{4}<\left|z_{i}\right|<\frac{5}{4}, i=1,2\right\}
$$

contains mutually disjoint smooth connected curves $W_{1}, W_{2}, Z_{1}, Z_{2}$ such that

$$
c_{1}\left(W_{1}\right)=c_{1}\left(W_{2}\right)=-c_{1}\left(Z_{1}\right)=-c_{1}\left(Z_{2}\right) \neq 0
$$

in $H^{2}(S, \mathbb{Z})=\mathbb{Z}$.
Proof. As shown in [14, Section VI.5.2], if we only wanted disjoint divisors $W$ and $Z$ on $S$ such that $c_{1}(W)=-c_{1}(Z) \neq 0$, we could decompose the principal divisor $D=\left\{z \in S: z_{1}-z_{2}=1\right\}$ into the divisors $W=\left\{z \in D: \operatorname{Im} z_{1}>0\right\}$ and $Z=$ $\left\{z \in D: \operatorname{Im} z_{1}<0\right\}$, which are not principal. In the same way, the principal divisor $D_{\epsilon}=\left\{z \in S: z_{1}-z_{2}=1+\epsilon\right\},-\frac{1}{2}<\epsilon<\frac{1}{2}$, splits into disjoint nonprincipal divisors $D_{\epsilon}^{+}$ and $D_{\epsilon}^{-}$, which are easily seen to be connected (look at the intersection of the annulus $\left\{\zeta \in \mathbb{C}: \frac{3}{4}<|\zeta|<\frac{5}{4}\right\}$ with itself translated to the left by $\left.1+\epsilon\right)$. Since $H^{2}(S, \mathbb{Z})$ is countable, there are distinct $\epsilon_{1}$ and $\epsilon_{2}$ such that $c_{1}\left(D_{\epsilon_{1}}^{+}\right)=c_{1}\left(D_{\epsilon_{2}}^{+}\right)$. Then $W_{1}=D_{\epsilon_{1}}^{+}$, $W_{2}=D_{\epsilon_{2}}^{+}, Z_{1}=D_{\epsilon_{1}}^{-}$, and $Z_{2}=D_{\epsilon_{2}}^{-}$have the desired properties.

Lemma 2.8. Let $A$ be a $k \times n$ matrix with integer entries such that $K=\operatorname{Ker} A \cap \mathbb{N}^{n}$ contains a vector with strictly positive entries. Let $B$ be the $n \times m$ matrix whose columns form the Hilbert basis of $K$. Suppose that $\operatorname{Ker} B \subset \mathbb{Z}^{m}$ is not trivial. Then there is a vector $v \in K \backslash\{0\}$ such that $v=B w=B z$ for two distinct vectors $w, z \in \mathbb{N}^{m}$, and $v$ is minimal in the sense that if $v^{\prime} \in K \backslash\{0\}, v^{\prime} \leq v$, and $v^{\prime} \neq v$, then there is at most one $w^{\prime} \in \mathbb{N}^{m}$ with $B w^{\prime}=v^{\prime}$. Moreover, if $w, z \in \mathbb{N}^{m}$ are distinct and $v=B w=B z$, then $\operatorname{supp} w \cap \operatorname{supp} z=\varnothing$.

Proof. Since $K$ contains a vector with strictly positive entries, no row of $B$ consists of zeros only, so $\operatorname{Ker} B \cap \mathbb{N}^{m}=\{0\}$. Let $u \in \operatorname{Ker} B \subset \mathbb{Z}^{m}, u \neq 0$. Then $B u^{+}=B u^{-} \in$ $K \backslash\{0\}$. Thus there is a vector $v \in K \backslash\{0\}$ such that $v=B w=B z$ for two distinct vectors $w, z \in \mathbb{N}^{m}$. Take $v$ to be a minimal such vector.

Assume $w, z \in \mathbb{N}^{m}$ are distinct, $v=B w=B z$, and $\operatorname{supp} w \cap \operatorname{supp} z \neq \varnothing$. Then there is a vector $e \in \mathbb{N}^{m}$ of the form $(\ldots, 0,1,0, \ldots)$ such that $e \leq w$ and $e \leq z$. Now $w \neq e$, for otherwise $B w$ would be a column of $B$ that was expressible as the $\mathbb{N}$-linear combination $B z$ of the columns of $B$, contradicting the Hilbert basis property of the columns of $B$. Similarly, $z \neq e$, so $w^{\prime}=w-e$ and $z^{\prime}=z-e$ are distinct elements of $\mathbb{N}^{m} \backslash\{0\}$. Then the vector $B w^{\prime}=B z^{\prime}$ contradicts the minimality of $v$.

Proof of Theorem 1.2(b). By Lemma 2.1, $\operatorname{Ker} B \subset \mathbb{Z}^{m}$ is not trivial. Let $S, W_{1}, W_{2}$, $Z_{1}, Z_{2}$ be as in Lemma 2.7. Since every annulus embeds into $\mathbb{C}^{2}$ [11], $S$ embeds into $\mathbb{C}^{4}$. Let $v \neq 0$ in $\operatorname{Ker} A \cap \mathbb{N}^{n}$ and $w \neq z$ in $\mathbb{N}^{m}$ with $v=B w=B z$ be as in Lemma 2.8. As in the proof of the lemma, we see that $w$ and $z$ are not of the form $(\ldots, 0,1,0, \ldots)$. Hence there are $w_{1}, w_{2}, z_{1}, z_{2} \in \mathbb{N}^{m} \backslash\{0\}$ with $w=w_{1}+w_{2}$ and $z=z_{1}+z_{2}$.

Consider the principal vector-valued divisor $D=B D^{\prime}$ on $S$, where $D^{\prime}=w_{1} W_{1}+$ $w_{2} W_{2}+z_{1} Z_{1}+z_{2} Z_{2}$. Find line bundles $L_{1}, \ldots, L_{m}$ on $S$ with sections $\sigma_{1}, \ldots, \sigma_{m}$ such that $(\sigma)=D^{\prime}$. Since $B(\sigma)$ is principal, $L^{B}$ is trivial, so $L=N^{E}$ for some $N$ (see the proof of Theorem 2.2) and $\sigma^{B}$ is identified with a holomorphic map $f: S \rightarrow \mathbb{C}^{n}$. Having a twisted factorisation, $f$ maps $S$ into $Y$.

We claim that the nondegenerate holomorphic map $f: S \rightarrow Y$ does not extend to a holomorphic map $\mathbb{C}^{4} \rightarrow Y$. Suppose it does. Then, by Corollary 2.3, there are $g_{1}, \ldots, g_{m} \in \mathscr{O}(S)$ such that $f_{j}=g_{1}^{b_{j 1}} \cdots g_{m}^{b_{j m}}$ for $j=1, \ldots, n$. Since $\left(f_{j}\right)$ is an $\mathbb{N}$-linear combination of the irreducible curves $W_{1}, W_{2}, Z_{1}, Z_{2}$, so is each $\left(g_{i}\right)$. Moreover, since $c_{1}\left(W_{1}\right)=c_{1}\left(W_{2}\right)=-c_{1}\left(Z_{1}\right)=-c_{1}\left(Z_{2}\right)$, each $\left(g_{i}\right)$ must be an $\mathbb{N}$-linear combination of $W_{1}+Z_{1}, W_{1}+Z_{2}, W_{2}+Z_{1}, W_{2}+Z_{2}$. Hence there are $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4} \in \mathbb{N}^{m}$ such that

$$
(g)=\alpha_{1}\left(W_{1}+Z_{1}\right)+\alpha_{2}\left(W_{1}+Z_{2}\right)+\alpha_{3}\left(W_{2}+Z_{1}\right)+\alpha_{4}\left(W_{2}+Z_{2}\right),
$$

so

$$
(f)=B(g)=B\left(\alpha_{1}+\alpha_{2}\right) W_{1}+B\left(\alpha_{3}+\alpha_{4}\right) W_{2}+B\left(\alpha_{1}+\alpha_{3}\right) Z_{1}+B\left(\alpha_{2}+\alpha_{4}\right) Z_{2}
$$

Since $(f)=D$, it follows that

$$
B\left(\alpha_{1}+\alpha_{2}\right)=B w_{1}, B\left(\alpha_{3}+\alpha_{4}\right)=B w_{2}, B\left(\alpha_{1}+\alpha_{3}\right)=B z_{1}, B\left(\alpha_{2}+\alpha_{4}\right)=B z_{2}
$$

Now let $\alpha=\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}$. Then $B \alpha=B w=B z=v$. By Lemma 2.8, $\operatorname{supp} \alpha \cap$ $\operatorname{supp} w=\varnothing$ or $\operatorname{supp} \alpha \cap \operatorname{supp} z=\varnothing$. Say the latter holds. Then $\alpha_{1}+\alpha_{3} \neq z_{1}$. Let $v^{\prime}=B z_{1} \leq v$. Then $v^{\prime} \neq 0$ and $v^{\prime} \neq v$ because $B z_{1} \neq 0$ and $B z_{2} \neq 0$. Also, $v^{\prime}=B\left(\alpha_{1}+\alpha_{3}\right)$, contradicting the minimality of $v$.

By Lemma 2.1, if $\operatorname{Ker} B$ is trivial, then the normalisation of $Y$ is $\mathbb{C}^{m}$, so $m=d$. By Theorem 1.2(a) and the proof of Theorem 1.2(b), if $\operatorname{Ker} B$ is not trivial, then the normalisation of $Y$ is not $\mathbb{C}^{d}$.

Now we prove Theorem 1.3.
Proof of Theorem 1.3. (a) Suppose that $Y$ is locally irreducible. Then $\mathbb{C}^{d}$ is also the seminormalisation of $Y$. Let $S$ be a seminormal subvariety of a reduced Stein space $X$, and let $f: S \rightarrow Y$ be a holomorphic map. By functoriality of seminormalisation, $f$ lifts to a map $S \rightarrow \mathbb{C}^{d}$, which extends to a map $X \rightarrow \mathbb{C}^{d}$. Postcomposing by the normalisation map gives a holomorphic extension $X \rightarrow Y$ of $f$.
(b) Suppose that $Y$ is not locally irreducible. Let $\phi: \mathbb{C}^{m} \rightarrow Y, t \mapsto t^{B}$. As shown in the proof of Lemma 2.1, the saturation of the semigroup in $\mathbb{Z}^{m}$ spanned over $\mathbb{N}$ by the rows of $B$ is $\mathbb{N}^{m}$. Hence, for each $i=1, \ldots, m, B$ has a row of the form $\left(\ldots, 0, N_{i}, 0, \ldots\right)$ with $N_{i} \geq 1$ in the $i^{\text {th }}$ place, so the monomial $t_{i}^{N_{i}}$ is a component of $\phi$. Hence $\phi$ is proper and finite. Thus the image of $\phi$ is a subvariety of $Y$ of dimension $m$. Since $Y$ itself has dimension $m$, it follows that $\phi$ is surjective.

We claim that $\phi \mid \phi^{-1}\left(\left(\mathbb{C}^{*}\right)^{n}\right)$ is injective. It then follows that $\phi$ is the normalisation map of $Y$. Since $t_{1}^{N_{1}}, \ldots, t_{m}^{N_{m}}$ are components of $\phi, \phi^{-1}\left(\left(\mathbb{C}^{*}\right)^{n}\right)=\left(\mathbb{C}^{*}\right)^{m}$. Because the components of $\phi$ are monomials, it suffices to show that if $\phi(t)=(1, \ldots, 1) \in Y \subset \mathbb{C}^{n}$, then $t=(1, \ldots, 1) \in \mathbb{C}^{m}$. Write $t=\exp (2 \pi i v)$ with $v \in \mathbb{C}^{m}$ and set $w=B v$. Then $t^{B}=(1, \ldots, 1)$ implies that $w \in \mathbb{Z}^{n}$. Also, $C w=C B v=0$, so there is $v^{\prime} \in \mathbb{Z}^{m}$ with $w=B v^{\prime}$. Since $B$ is injective, $v=v^{\prime}$ and $t=\exp \left(2 \pi i v^{\prime}\right)=(1, \ldots, 1)$, proving our claim.

For $i=1, \ldots, m$, let $\phi^{i}: \mathbb{C} \rightarrow Y, s \mapsto \phi(\ldots, 0, s, 0, \ldots)$, with $s$ in the $i^{\text {th }}$ place. Each component of $\phi^{i}$ is a power of $s$ or 0 . Since the components of $\phi$ are monomials, if $\phi^{i}$ is injective for all $i$, then $\phi$ is injective. Since $Y$ is not locally irreducible, its normalisation $\operatorname{map} \phi$ is not injective, so $\phi^{i}$ is not injective for some $i$. Write $\phi^{i}(s)=\psi\left(s^{k}\right)$ with $k \geq 2$ and $\psi=\left(\psi_{1}, \ldots, \psi_{n}\right): \mathbb{C} \rightarrow Y$ injective.

Consider the holomorphic map $f: \mathbb{C} \times\{0\} \cup\{(0,1)\} \rightarrow Y, f(s, 0)=\psi(s), f(0,1)=$ $(1, \ldots, 1)$. Note that $f$ is degenerate. Namely, if none of the components of $f(\cdot, 0)=\psi$ is identically zero, then $m=1$ because $B$ does not have a column of zeros, but then $\phi$ is injective.

Suppose that $f$ extends to a holomorphic map $F: \mathbb{C}^{2} \rightarrow Y$. Then $F$ is nondegenerate, so by Corollary 2.3, there are $g_{1}, \ldots, g_{m} \in \mathscr{O}(\mathbb{C})$ such that $\psi=F(\cdot, 0)=g^{B}=$ $\phi\left(g_{1}, \ldots, g_{m}\right)$ on $\mathbb{C}$, that is,

$$
\phi\left(g_{1}\left(s^{k}\right), \ldots, g_{m}\left(s^{k}\right)\right)=\psi\left(s^{k}\right)=\phi(\ldots, 0, s, 0, \ldots)
$$

for all $s \in \mathbb{C}$. Recall that $t_{i}^{N_{i}}$ is a component of $\phi$. It follows that $g_{i}\left(s^{k}\right)^{N_{i}}=s^{N_{i}}$ for all $s \in \mathbb{C}$, which is absurd.

Note that we have in fact shown that the degenerate holomorphic map $\mathbb{C} \times\{0\} \rightarrow Y$, $(s, 0) \mapsto \psi(s)$, does not extend to a nondegenerate holomorphic map $\mathbb{C}^{2} \rightarrow Y$.

Taking $Y$ to be Whitney's umbrella, defined by the equation $x^{2} y=z^{2}$ in $\mathbb{C}^{3}$, we see that the source $\mathbb{C} \times\{0\} \cup\{(0,1)\}$ must be disconnected in general. A degenerate holomorphic map $f$ into $Y$ from a connected source $S \subset X$ maps into either $Y \cap\{x=$ $z=0\}$ or $Y \cap\{y=z=0\}$, both of which are biholomorphic to $\mathbb{C}$, so $f$ extends to $X$.

To complete the proof of Theorem 1.1, we need the following lemma.
Lemma 2.9. Let $Y$ be a nnn affine toric variety. Let $W$ be an irreducible reduced complex space. If $f: W \rightarrow Y$ is a holomorphic map, then there exists a nnn toric subvariety $Z$ of $Y$ such that $f$ is a nondegenerate map into $Z$.

Proof. Now $Y$ is partitioned into finitely many torus orbits. Hence $W$ is partitioned into the preimages of finitely many torus orbits. The Hausdorff closure in $W$ of one of the preimages must have nonempty interior. Then, by the identity theorem, $f(W)$ lies in the Zariski closure $Z$ of the corresponding torus orbit $O$, and $f(W)$ intersects $O$. Now $Z$ is a nnn toric subvariety of $Y$ whose torus is $O$ [13, page 8], so it follows that $f$ is nondegenerate as a map into $Z$.

Proof of Theorem 1.1. We may assume that $S$ is connected and hence irreducible. By Lemma 2.9, we may also assume that $f$ is nondegenerate.

Since $f$ is nondegenerate, it maps the complement of a thin subvariety of $S$ into $Y \cap\left(\mathbb{C}^{*}\right)^{n}$, which is smooth, so $f$ maps only a thin subvariety of $S$ into the non-normal locus of $Y$. Hence $f$ lifts to a map $g$ into the normalisation $\tilde{Y}$ of $Y$. By the structure theory of normal affine toric varieties, $\tilde{Y}=Y^{\prime} \times\left(\mathbb{C}^{*}\right)^{r}$, where $r \geq 0$ and $Y^{\prime}$ is a normal affine toric variety embeddable in $\mathbb{C}^{s}$ in such a way that $0 \in Y^{\prime}$. Since $H^{1}(X, \mathbb{Z}) \rightarrow$ $H^{1}(S, \mathbb{Z})$ is surjective, the map $S \xrightarrow{g} \tilde{Y} \rightarrow\left(\mathbb{C}^{*}\right)^{r}$ extends to $X$.

We need to show that the map $g^{\prime}: S \xrightarrow{g} \tilde{Y} \rightarrow Y^{\prime}$ is nondegenerate. Then the proof is complete by Corollary 2.5. In other words, we need the image of $g^{\prime}$ to intersect the
torus in $Y^{\prime}$. It does because the image of $f$ intersects the torus in $Y$, the normalisation map from $\tilde{Y}$ to $Y$ restricts to a biholomorphism between their respective tori, and the torus in $\tilde{Y}$ is the product of $\left(\mathbb{C}^{*}\right)^{r}$ and the torus in $Y^{\prime}$.

Example 2.10. We will now illustrate our results by one of the simplest examples of a normal affine toric variety, the cone $Y=\left\{z \in \mathbb{C}^{3}: z_{1} z_{2}=z_{3}^{2}\right\}$, which has a single, normal singularity at the origin 0 . It is interesting to note that $Y$ is very close to being an Oka manifold. It has the structure of a line bundle of degree -2 over the projective line with the zero section blown down. Hence $Y$ with 0 removed is an Oka manifold. Likewise, $Y$ with 0 blown up is an Oka manifold. Moreover, $Y$ is the quotient of $\mathbb{C}^{2}$ by the action of $\mathbb{Z}_{2}$ that identifies $(z, w)$ with $(-z,-w)$, so $Y$ has the Oka manifold $\mathbb{C}^{2}$ as a two-sheeted covering space branched over a single point.

The matrices $A, B$, and $E$ associated to $Y$ are

$$
A=\left[\begin{array}{lll}
1 & 1 & -2
\end{array}\right], \quad B=\left[\begin{array}{lll}
2 & 0 & 1 \\
0 & 2 & 1 \\
1 & 1 & 1
\end{array}\right], \quad E=\left[\begin{array}{c}
1 \\
1 \\
-2
\end{array}\right] .
$$

A twisted factorisation of a holomorphic map $f: S \rightarrow Y$, where $S$ is a factorial subvariety of a factorial Stein space $X$, involves sections $\sigma_{1}, \sigma_{2}, \sigma_{3}$ of line bundles $L_{1}, L_{2}, L_{3}$. Since $M=L^{B}=\left(L_{1}^{2} L_{3}, L_{2}^{2} L_{3}, L_{1} L_{2} L_{3}\right)$ is a triple of trivial line bundles, $L=N^{E}$ for some line bundle $N$, that is, $\left(L_{1}, L_{2}, L_{3}\right)=\left(N, N, N^{-2}\right)$. A local frame $e$ for $N$ induces the frames $e, e, e^{-2}$ for $L_{1}, L_{2}, L_{3}$, which in turn induce the frames $e^{2} e^{-2}, e^{2} e^{-2}$, eee $e^{-2}$ for $M_{1}, M_{2}, M_{3}$, which clearly are independent of the choice of $e$. With respect to these frames, the twisted factorisation is of the form

$$
f=\left(\sigma_{1}^{2} \sigma_{3}, \sigma_{2}^{2} \sigma_{3}, \sigma_{1} \sigma_{2} \sigma_{3}\right)
$$

By Theorem 2.2, every nondegenerate holomorphic map $f: S \rightarrow Y$ has such a factorisation, which is in fact easy to see directly in this case. Namely, the divisor of $f$ has the form $\left(2 D_{1}+D_{3}, 2 D_{2}+D_{3}, D_{1}+D_{2}+D_{3}\right)$, where $D_{1}, D_{2}, D_{3}$ are effective divisors. For $i=1,2,3$, let $L_{i}$ be the line bundle defined by $D_{i}$, and let $\sigma_{i}$ be a section of $L_{i}$ with divisor $D_{i}$. We then obtain a twisted factorisation of $f$ by multiplying $\sigma_{1}, \sigma_{2}, \sigma_{3}$ by suitable invertible holomorphic functions. By Theorem 2.4, $f$ extends to a map $X \rightarrow Y$ if and only if there is a twisted factorisation such that the line bundle $N$ extends to $X$.

Note that only when the common divisors of the components of $f$ have multiplicity at most 1 is the decomposition $(f)=\left(2 D_{1}+D_{3}, 2 D_{2}+D_{3}, D_{1}+D_{2}+D_{3}\right)$ unique, so usually there are different choices of the line bundle $N$, and it might be the case that some choices of $N$ extend to $X$ and others do not.

By Theorem 1.2(b), there is a smooth surface $S$ in $\mathbb{C}^{4}$, biholomorphic to a product of two annuli, and a nondegenerate map $f: S \rightarrow Y$ which does not extend to $\mathbb{C}^{4}$. Let us describe the construction of such a map more concretely. The vectors $v, w, z$ in Lemma 2.8 are unique, and they are

$$
v=\left[\begin{array}{l}
2 \\
2 \\
2
\end{array}\right], \quad w=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right], \quad z=\left[\begin{array}{l}
0 \\
0 \\
2
\end{array}\right] .
$$

Let $D=\left(2 Z_{1}+W_{1}+W_{2}, 2 Z_{2}+W_{1}+W_{2}, Z_{1}+Z_{2}+W_{1}+W_{2}\right)$, where $Z_{1}, Z_{2}, W_{1}$, $W_{2}$ are as in Lemma 2.7. Since $c_{1}(D)=0$, there is a triple of holomorphic functions $\left(h_{1}, h_{2}, h_{3}\right)$ with divisor $D$. Multiplying $h_{1}$ by the invertible function $h_{3}^{2} /\left(h_{1} h_{2}\right)$, we get a holomorphic map $f=\left(h_{3}^{2} / h_{2}, h_{2}, h_{3}\right): S \rightarrow Y$. We claim that $f$ does not extend to $\mathbb{C}^{4}$. If it does, then it factors as $g^{B}$ by Corollary 2.3. Then $(g)=\left(Z_{1}, Z_{2}, W_{1}+W_{2}\right)$, so $Z_{1}, Z_{2}, W_{1}+W_{2}$ are principal divisors, contradicting Lemma 2.7.

Proof of Proposition 1.5. The proof is an easy adaptation of the proof of [9, Theorem 1]. For the reader's convenience we provide the details. Let $\phi: \Omega \rightarrow \mathbb{C}^{m}$ be a holomorphic embedding (we take a Runge domain to be Stein by definition). The inclusion $i: \Omega \hookrightarrow X$ factors through the Stein space $M=X \times \mathbb{C}^{m}$ as $\Omega \xrightarrow{j} M \xrightarrow{\pi} X$, where $j=(i, \phi)$ is an embedding and $\pi$ is the projection.

By Theorem 1.1, the holomorphic map $f \circ \pi: j(\Omega) \rightarrow Y$ extends to a holomorphic map $h: M \rightarrow Y$. Since $\Omega$ is Runge, we can approximate $\phi: \Omega \rightarrow \mathbb{C}^{m}$ uniformly on compact subsets of $\Omega$ by holomorphic maps $\psi: X \rightarrow \mathbb{C}^{m}$. Then the maps $h \circ\left(\mathrm{id}_{X}, \psi\right)$ : $X \rightarrow Y$ are holomorphic and approximate $f$.

Proof of Proposition 1.6. There is a holomorphic surjection $h: \mathbb{C}^{r} \rightarrow Y$ [8, Theorem 3]. Lift the given map $S \rightarrow Y$ by $h$, extend the lifting to a holomorphic map $X \rightarrow \mathbb{C}^{r}$ using the Cartan extension theorem, and postcompose by $h$.

Proof of Proposition 1.7. Suppose that $Y$ is a factorial affine toric variety. Then $Y$ is normal, so $Y=Y^{\prime} \times\left(\mathbb{C}^{*}\right)^{r}$, where $r \geq 0$ and $Y^{\prime}$ is an affine toric variety embeddable in $\mathbb{C}^{s}$ in such a way that $0 \in Y^{\prime}$. Since $Y$ is factorial, so is $Y^{\prime}$. Apply Theorem 1.1 with $X=\mathbb{C}^{s}, S=Y^{\prime}$, and $f=\mathrm{id}_{Y^{\prime}}$, using the fact that $Y^{\prime}$ is contractible. We conclude that $Y^{\prime}$ is a holomorphic retract of $\mathbb{C}^{s}$ and is therefore smooth, so $Y$ is smooth.

Proof of Proposition 1.8. If the normalisation of $Y$ is $\mathbb{C}^{d}$, then the proposition follows from Theorem 1.2(a). Suppose that the normalisation of $Y$ is not $\mathbb{C}^{d}$. Using Theorem 2.2, choose a twisted factorisation $f_{j}=\sigma_{1}^{b_{j 1}} \otimes \cdots \otimes \sigma_{m}^{b_{j m}}$ of $f$ on $S$ with bundles $N_{\lambda}$, $L_{i}$, and $M_{j}$ on $S$ as above. Let $t_{\lambda}$ be a nontrivial holomorphic section of $N_{\lambda}$ over $S$. Define the meromorphic section $\tau_{i}=t_{1}^{e_{i 1}} \otimes \cdots \otimes t_{\ell}^{e_{i}}$ of $L_{i}$. Then the meromorphic section $\tau_{1}^{b_{j 1}} \otimes \cdots \otimes \tau_{m}^{b_{j m}}$ of $M_{j}$ is identically equal to 1 in the canonical trivialisation, so the meromorphic functions $g_{i}=\sigma_{i} / \tau_{i}$ satisfy $f_{j}=g_{1}^{b_{j 1}} \cdots g_{m}^{b_{j m}}$. Extend $g_{i}$ to a meromorphic function $G_{i}$ on $X$. Then $\left(F_{1}, \ldots, F_{n}\right)$, where $F_{j}=G_{1}^{b_{j 1}} \cdots G_{m}^{b_{j m}}$, is a meromorphic extension of $f$.
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